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Abstract. This paper describes the kinetics of the sodium-potassium exchange pump in terms of the \( \pi \)-calculus process algebra. The software tool called Mobility Workbench is used to check properties of finite state transition system of the pump. Some important properties of the model are proved by using this model checker, for instance the model of the pump is deadlock free. It is proved that a detailed description with a large number of states is equivalent with a simple model with a small number of states. This simpler model can become a part of a larger system, and in this way we get a scalable and compositional abstraction. Finally we use the stochastic \( \pi \)-calculus to describe a more realistic description of the pump with one miss per four execution cycle with the model, based on the assumption of the same speed of every actions.

1 Introduction

A new and active field of research in computer science (called “computational methods in system biology”) try to model and simulate various biological and biochemical networks (metabolic networks, molecular networks, gene networks) that are so complex that they require a formal framework for an accurate representation. Recent works done by Cardelli, Harel, Pnueli, Regev, Shapiro and some other known scientists suggested that process algebra, in particular the \( \pi \)-calculus and mobile ambients, may become valuable tools in modelling and simulation of the biological systems where the interaction and mobility are important features. The field may have a huge impact in understanding how the biological systems are working, giving in the same time a way to describe, manipulate and analyze them.

A real challenge for computer science is to understand what paradigm of computation the cell is using (if any), and what are the appropriate tools that could be used to study it. An important step is to find a good and appropriate abstraction for the biological systems. A good and appropriate abstraction should be able to highlight essential properties of a system, ignoring complicating and unimportant aspects. It should be relevant and understandable, providing a conceptual framework to express systems in a formal way, and then to prove their properties. The community working in molecular systems did not identify and adopt a unifying abstraction for describing dynamics, interaction, qualitative and quantitative reasoning, similar behaviours of two related systems, and scalable to systems of higher levels.

It is reasonable to expect that, in order to model the biological systems, we can adapt and apply the range of tools developed in concurrency theory from the formalisms
of process algebras to the accompanying model-checking techniques for temporal logics. This is what we do in this paper. We present a system of interacting entities as a system of computational interacting entities, and then use a process algebra to describe, simulate, and more important to check automatically properties of the molecular systems. We insist on the model checking aspects related to this representation of the biomolecular systems.

We focus on the sodium-potassium exchange pump. It is a system where we have a lot of mobility; the main function of the pump is to move Na and K ions across a cell membrane, namely Na ions from inside to outside, and K ions from outside to inside. As the π-calculus [7] is a widely accepted formalism for mobility, we use the π-calculus to describe the changing configuration and movements of the pump. Having such a description, we emphasize on a powerful software tool that is able to check properties and to provide (proofs and) a certain confidence in the formal description.

2 Sodium-potassium Exchange Pump

Cell membranes are crucial to the life of the cell. A membrane defines the boundary of the first living cell nearly 4 billions years ago. Since then, membranes have acquired additional functions and modern membranes participate in many essential cell activities including barrier functions, transmembrane signaling and intercellular recognition. A very substantial fraction of the energy available for life processes is maintained in the form of gradients across biological membranes. Every organism spends a large part of its energy intake and production to generate a significant difference between the compositions of the cell interior and the cell exterior. We refer to the sodium-potassium exchange pump that is a membrane-bound protein that establishes and maintains the high internal K⁺ and low internal Na⁺ concentrations. By using the energy from the hydrolysis of one molecule of ATP, it transports three Na⁺ out in exchange for two K⁺ that are taken in. This exchange is critical in maintaining the osmotic balance of the cell, the resting membrane potential of most tissues, and the excitable properties of muscle and nerve cells.

The description given in Table 1 derives from what is known as the Albers-Post model. According to the Albers-Post cycle, Na⁺ and K⁺ transport occur as a ping-pong mechanism (meaning that the two ion species are transported sequentially), and Na-K pump essentially exists in two conformations, E1 and E2, which may be phosphorylated or dephosphorylated. Ion transport is mediated by transitions between these conformations. E₁ will bind Na⁺ to a high-affinity site available only from the inside (1). The binding of the sodium stimulates the enzyme to hydrolyze ATP (2), forming a phosphorylated enzyme intermediate. E₁ changes to E₂ (3): Na⁺ is exposed to the outside surface and Na⁺ binding is of a low-affinity type. Na⁺ is then released to the outside (4). Exposed also on the outside surface by the E₂ phosphorylated enzyme is a potassium binding site. When potassium binds (5), the phosphoenzyme is hydrolyzed (6). This stimulates the enzyme to expose the potassium binding site to the inside surface of the membrane, changing its conformation (7). K⁺ binding becomes of low affinity and the release of the potassium to the inside follows (8). Inside and outside in this mechanism refer to the inside and the outside of the cell plasma membrane in
\[ E_1 + Na^+ \Leftrightarrow Na \cdot E_1 \]  
(1)

\[ Na \cdot E_1 + ATP \Leftrightarrow Na \cdot E_1 + P + ADP \]  
(2)

\[ Na \cdot E_1 \Leftrightarrow P \Leftrightarrow Na \cdot E_2 \Leftrightarrow P \]  
(3)

\[ Na \cdot E_2 \Leftrightarrow P \Leftrightarrow E_3 \Leftrightarrow P + Na^{II} \]  
(4)

\[ E_2 \Leftrightarrow P + K^{II} \Leftrightarrow K \cdot E_2 \Leftrightarrow P \]  
(5)

\[ K \cdot E_2 \Leftrightarrow K \cdot E_1 \]  
(6)

\[ K \cdot E_1 \Leftrightarrow K^I + E_1 \]  
(8)

| Table 1. Albers-Post Model |

which the \(Na^+/K^+\)-ATPase resides. The ATPase is now ready to bind sodium once more.

We emphasize the aspect of the relationship between the kinetic parameters of the transport process and the efficiency of the pump. The rate constants of competing steps (that would decrease the efficiency) are small. This ensures that the binding and the release of substrate occur at the proper point in the cycle. For example, the rate constant for the reaction \(E_1 + ATP \Leftrightarrow E_1 \Leftrightarrow P + ADP\) is much less than that of equations (1) and (2). As a consequence, \(E_1\) has enough time to bind sodium before undergoing the transition to \(E_2\). Similar relationships among rate constants ensure that ions are released from the enzyme before they come back to the side at which they were initially bound. In other words, the slow rate constants "channel the enzyme" along a reaction path in which the hydrolysis of ATP is tightly coupled to the transport process.

3 The \(\pi\)-calculus and Stochastic \(\pi\)-calculus

We have many formalisms to describe mobile computation. Among them, the \(\pi\)-calculus [7] is a widely accepted model of interacting systems with dynamically evolving communication topology. Its mobility is expressed by the changing configuration and connectivity among processes. This mobility increases the expressive power of the \(\pi\)-calculus, and the \(\pi\)-calculus is a general model of computation which takes interaction as a primitive. The \(\pi\)-calculus models computing by reduction and interactive matching. Both the sender and receiver offer their availability for communication. Similar mechanisms work in computation and in biology [3, 4].

The \(\pi\)-calculus was introduced by Milner, Parrow, and Walker [8] as an attempt to describe mobile concurrent processes. A good reference is [7]. It is a very useful formalism for interacting systems with dynamically evolving communication topology. The \(\pi\)-calculus allows channels to be passed as data along other channels, and this fact provides a channel mobility. This mobility is an important feature and increases the expressive power. The \(\pi\)-calculus has a simple semantics and a tractable algebraic theory. The computational world of the \(\pi\)-calculus contains just processes (also called
agents) and channels (also called names or ports). The π-calculus models networks in which messages are sent from one site to another site, possibly containing links to active processes or to other sites. The π-calculus is a general model of computation which takes interaction as primitive. The π-calculus emphasizes the use of processes in systems with dynamical changing configurations and topology. Theπ-calculus allows dynamic reconfiguration among processes. The π-calculus is able to describe mobile systems, providing a conceptual framework and mathematical tools. There are two basic entities in π-calculus: the channels, named \( x, y, \ldots \) and processes \( P, Q, \ldots \) that communicate through them. Also, there are two types of atomic actions, called guards or prefixes: the input guard \( \pi x(y) \) to receive a name for \( y \) along the channel \( x \), and the output guard \( \pi z \) to send the name \( z \) along the channel \( x \).

Interaction is established by a nondeterministic matching which dynamically binds “senders” to eligible “receivers”. Even though there are many pairs which can satisfy the matching condition, only a single receiver gets the commitment of the sender. Thus processes can interact by using names they share. A name received in one interaction can be used in another; by receiving a name, a process can interact with processes which are unknown to it, but now they share the same channel name. The π-calculus mobility is coming from its scoping of names and extrusion of names from their scopes. Starting with atomic actions and simpler processes, complex processes can be constructed in many ways. The process expressions are defined by guarded processes, parallel composition \( P|Q \), nondeterministic choice \( P + Q \), replication \( !P \) and a restriction operator \( (\nu x)P \) creating a local fresh channel \( x \) for a process \( P \). Over the set of processes it is defined a structural congruence relation; this relation provides a static semantics of some formal constructions. The structural congruence deals with the aspects related to the structure of the processes. The evolution of a process is described in π-calculus by a reduction relation over processes called reaction. This reaction relation contains those transitions that can be inferred from a set of rules.

We present in this section the monadic version of the π-calculus: this means that a message consists of exactly one name. Let \( \mathcal{X} \subset N \) be an infinite countable set of names. The elements of \( \mathcal{X} \) are denoted by \( x, y, z \ldots \) The terms of this formalism are called processes and processes are denoted by \( P, Q, R, \ldots \).

**Definition 1.** The processes are defined over the set \( \mathcal{X} \) of names by using the prefixes

\[
\pi ::= \pi z \mid x(y) \mid \tau \mid [x = y] \pi
\]

The processes are defined by the following grammar

\[
P ::= 0 \mid \pi . P \mid P + Q \mid P \mid Q \mid P \mid !P \mid (\nu x) P
\]

Processes evolve by performing (inter)actions, and these (inter)actions are given by their prefixes \( \pi \). The input and output prefixes represent sending and receiving a name along a channel. The output prefix \( \pi z \) sends \( z \) along \( x \); an input prefix \( \pi x(y) \) waits until a name is received along \( x \) and substitutes it for the bound variable \( y \). \( \tau \) is an unobservable action; \( \tau \) can be thought of as expressing an internal action of a process. The match prefix \([x = y] \pi \) can evolve as \( \pi . P \) if \( x \) and \( y \) are the same, and do nothing otherwise. \( 0 \) is the empty process. \( P + Q \) represents a nondeterministic choice
of $P$ or $Q$. $P \parallel Q$ represents the parallel composition of $P$ and $Q$. A replicated process $!P$ denotes a process that allows to generate arbitrary instances of $P$ in parallel. The replication $!P$ can be expressed by recursive equations of parametric processes as well. The informal meaning of the restriction $(\nu x)P$ is that $x$ is a local fresh channel for $P$.

The parallel composition $\pi(x)P \parallel x(y).Q$ may synchronize on $x$. An interaction is actually defined by a "sender" $\pi(x)P$ and a "receiver" $x(y).Q$, and it can be represented by the transition:

$$(\pi(x)P \parallel x(y).Q) \rightarrow (P \parallel Q[z/y])$$

This is a synchronous interaction, where the send operation is blocking; an output guard cannot be passed without the simultaneous occurrence of an input action. The prefix $x(y)$ binds the name $y$, and $(\nu x)$ binds the name $x$. We denote by $fn(P)$ the set of the names with free occurrences in $P$. We denote by $P\{v/u\}$ the result of simultaneous substitution in $P$ of all free occurrences of the name $u$ by the name $v$, using the $\alpha$-conversion whenever necessary to avoid the name capture.

Over the set of processes it is defined a structural congruence relation; this relation provides a static semantics of some formal constructions. We denote by $\equiv_{\alpha}$ the standard $\alpha$-conversion.

**Definition 2.** The relation $\equiv$ over processes is called structural congruence and it is defined as the smallest congruence over processes which satisfies

- $[x = x]P \equiv P$
- $P \equiv Q$ iff $P \equiv_{\alpha} Q$
- $P + 0 \equiv P$, $P + Q \equiv Q + P$, $(P + Q) + R \equiv P + (Q + R)$
- $P \mid 0 \equiv P$, $P \mid Q \equiv Q \mid P$, $(P \mid Q) \parallel R \equiv P \parallel (Q \parallel R)$
- $!P \equiv P \parallel !P$
- $(\nu x)0 \equiv 0$, $(\nu x)yP \equiv y\nu xP$
- $(\nu x)(P \parallel Q) \equiv P \parallel (\nu x)\nu Q$ if $x \notin fn(P)$.

The structural congruence deals with the aspects related to the structure of the processes. The evolution of a process is described in $\pi$-calculus by a reduction relation over processes called reaction. This reaction relation contains those transitions which can be inferred from a set of rules.

**Definition 3.** The reduction relation over processes is defined as the smallest relation $\rightarrow$ satisfying the following rules:

- **pre:** $\alpha.P \rightarrow^{\alpha} P$
- **sum:** $P \overset{\alpha}{\rightarrow} P' \rightarrow P + Q \overset{\alpha}{\rightarrow} P'$
- **rec:** $P|P \overset{\alpha}{\rightarrow} P' \rightarrow !P \overset{\alpha}{\rightarrow} P'$
- **par:** $P \overset{\alpha}{\rightarrow} P' \rightarrow P|Q \overset{\alpha}{\rightarrow} P'|Q$
- **com:** $P \overset{\alpha}{\rightarrow} P' \rightarrow Q \overset{a(x)}{\rightarrow} Q' \rightarrow P|Q \overset{a(x)}{\rightarrow} P'|Q'$
- **match:** $P \overset{\alpha}{\rightarrow} P' \rightarrow [a = a|P \overset{\alpha}{\rightarrow} P']$
- **res:** $(\nu x)P \overset{\alpha}{\rightarrow} P' \rightarrow (\nu x)P' \rightarrow x \notin n(\alpha)$
- **struct:** $P \equiv P' \rightarrow P \overset{\alpha}{\rightarrow} Q \overset{\alpha}{\rightarrow} Q' \rightarrow Q' \overset{\alpha}{\rightarrow} Q'$
The most studied forms of behavioural equivalence in process algebras are based on the notion of bisimulation. There have been given several definitions in the literature for bisimilarity of which one of them is called open bisimilarity. Its definition is given by using the labeled transition system defined by the reduction rules. We use here the so-called late-style transition system.

**Definition 4.** A relation $\mathcal{S}$ defined over processes is called an open simulation if for all $P, Q$ whenever $P \mathcal{S} Q$ then for all substitutions $\alpha$ the following holds

\[
\text{if } P\sigma \xrightarrow{\alpha} P' \text{ there exists } Q \text{ so that } Q\sigma \xrightarrow{\alpha} Q' \text{ and } P' \mathcal{S} Q. 
\]

$\mathcal{S}$ is an open bisimulation if both $\mathcal{S}$ and $\mathcal{S}^{-1}$ are open simulations. Two processes $P$ and $Q$ are open bisimilar $P \sim Q$ if there exists an open bisimulation $\mathcal{S}$ that relates them, i.e. $P \mathcal{S} Q$.

Systems will be checked automatically by studying the bisimilarity between two processes, namely the model and its specification. More helpful in the verification process is another kind of bisimilarity called weak open bisimilarity. It allows the basic verification technique for proving properties about the mobile concurrent systems modeled in the $\pi$-calculus. Let $\Longrightarrow_{\rightarrow}^{\alpha} \Longrightarrow_{\rightarrow}^*$ be the transitive and reflexive closure of the $\xrightarrow{\rightarrow}$ relation and let $\Longrightarrow_{\rightarrow}^{\alpha} \Longrightarrow_{\rightarrow}^* \Longleftrightarrow$ whenever $\alpha = \tau$ and $\Longrightarrow_{\rightarrow}^{\alpha} \Longrightarrow_{\rightarrow}^* \Longleftrightarrow$ if $\alpha \neq \tau$. The weak open bisimulation denoted by $\approx$ is defined exactly as in the strong case replacing $Q\sigma \xrightarrow{\alpha} Q'$ with $Q\sigma \xrightarrow{\approx} Q'$.

A version of the $\pi$-calculus called stochastic $\pi$-calculus is useful in describing the efficiency of the Na-K pump. In the stochastic $\pi$-calculus, the prefix $\pi.P$ is replaced by $(\pi, d)P$, where $d$ is a probability distribution that characterizes the stochastic behaviour of the activity corresponding to the prefix $\pi$. Otherwise, the syntax remains the same as in $\pi$-calculus. This variant of the $\pi$-calculus allows us to describe the complexity of the molecular interactions involving the dynamic efficiency of the pump and other quantitative aspects (e.g. kinetics rates, energy).

4 Formal Description of the Sodium-potassium Pump

We present the computational model of the Na-K exchange pump. The equations of Albers-Post model are translated into an appropriate operational semantic which can describe both protein interactions (conformational transformations) and membrane transportation occurring in the pump mechanism. Together with the computational model, we provide an automated way of verification. In this way some important properties of the model can be checked by using a software (program) called Mobility Workbench.

4.1 The Computational Model

Generally speaking, the molecular components could be treated as computational processes where their individual domains correspond to communication channels. The

\footnote{Note however that the usual model checking techniques are still applicable where the state space of a process is finite.}
complementary molecular domains that allow their interaction can be modeled as the ends of a channel (one end for input and another for output). In this way, molecular interaction coincides with communication and channel transmission.

The membrane transport system involves both information and energy. Consequently, we assume that the π-calculus can model and discipline formally the interactions along the sodium-potassium exchange. These interactions are defined syntactically and they have a clear operational semantics given by a reduction relation. It is possible to define rigorously and to study their behaviour. Finally the molecular conformational shapes are modified and the capabilities of the interacting components are dynamically changed.

In Table 2 we present the computational model of the Albers-Post mechanism.

| PhaseI = siteI(i),([i = K]PhaseI + [i = Na]atp.τ. siteI i.PhaseII) | \( \vec{e}_1 \) |
| PhaseII = siteII(i),([i = Na]PhaseII + [i = K]atp.τ. siteII i.PhaseI) | \( \vec{e}_2 \) |
| ATPase = PhaseI; | ATP = \( \text{atp.ADP [atp]} \) |
| Inside = siteI Na.Inside + siteI(i).Inside; | Outside = siteII(i).Outside + siteII K.Outside; |
| System = Inside | Outside | ATPase | !ATP |

Table 2. The π-calculus model

In the following we describe the mapping between the operational semantics of the π-calculus and the steps found in the description of the Albers-Post model. First, the Na ion binds to the ATPase in conformation \( E_1 \). This ion is communicated by the agent \( \text{Inside} \) on channel \( \text{siteI} \). According to the reduction rules and the transition system of the π-calculus, the system evolution is given by

- \( \text{Inside} \stackrel{\text{siteI}}{\rightarrow} \text{Inside}, \) inferred with rules \( \text{pre} \) and \( \text{sum} \)
- ATPase = PhaseI \( \stackrel{\text{siteI}}{\rightarrow} \) [i = K]PhaseI + [i = Na]atp.τ.siteII i.PhaseII, \( \text{inferred with rule \text{pre}} \)
- Inside | Outside | ATPase | !ATP \( \xrightarrow{\tau} \)
  Inside | Outside | [Na = K]PhaseI + [Na = Na]atp.τ.siteII Na.PhaseII | !ATP,
  by rules \text{com, par} \) applied to the above transitions.

Now, the pump will need energy to proceed any further. This step corresponds to the second one in the scalar diagram.

\( \text{Inside} | \text{Outside} | [\text{Na} = \text{K}]\text{PhaseI} + [\text{Na} = \text{Na}]\text{atp.τ.siteII Na.PhaseII} | !\text{ATP} \xrightarrow{\tau} \)
\[ \text{Inside} \mid \text{Outside} \mid \tau. \text{siteI II Na PhaseII} \mid \text{ADP} \mid \text{atp} \mid !\text{ATP}, \]
deduced in several steps using \text{pre}, \text{par}, \text{com}, \text{match}. Under the new conditions the pump will suffer a conformation change. It will follow that

\[ \text{Inside} \mid \text{Outside} \mid \tau. \text{siteI II Na PhaseII} \mid \text{ADP} \mid \text{atp} \mid !\text{ATP} \]
\[ \xrightarrow{\tau} \]
\[ \text{Inside} \mid \text{Outside} \mid \text{siteI II Na PhaseII} \mid \text{ADP} \mid \text{atp} \mid !\text{ATP}, \]
due to rules \text{pre}, \text{par}. It is now the case that the Na ion should be released into the medium outside the membrane. This is translated into the \( \pi \)-calculus as following

\[ \text{Inside} \mid \text{Outside} \mid \text{siteI II Na PhaseII} \mid \text{ADP} \mid \text{atp} \mid !\text{ATP} \]
\[ \xrightarrow{\tau} \]
\[ \text{Inside} \mid \text{Outside} \mid \text{PhaseII} \mid \text{ADP} \mid \text{atp} \mid !\text{ATP}, \]
because the Outside medium accepts any ions pushed through the membrane and regenerates its state afterwards. We are in the second phase of the process. The pump has a high affinity for the K ions and as a consequence it will accept any K ion available from the outside of the cell.

\[ \text{Inside} \mid \text{Outside} \mid \text{PhaseII} \mid \text{ADP} \mid \text{atp} \mid !\text{ATP} \]
\[ \xrightarrow{\tau} \]
\[ \text{Inside} \mid \text{Outside} \mid [K = \text{Na} \text{PhaseII} + [K = K] \text{atp} \mid \text{siteI I K PhaseI} \mid \text{ADP} \mid \text{atp} \mid !\text{ATP} \]
which is similar to the inference of the first transition. As evolving toward the beginning conformation, the pump must release the P link. We modeled this behaviour by bookkeeping the previous interaction with the \( \text{ATP} \) molecule, specifically allowing for an \text{atp} kind of residue: \( \text{ATP} = \text{atp} \text{ADP} \mid \text{atp} \).

\[ \text{Inside} \mid \text{Outside} \mid [K = \text{Na} \text{PhaseII} + [K = K] \text{atp} \mid \text{siteI I K PhaseI} \mid \text{ADP} \mid \text{atp} \mid !\text{ATP} \]
\[ \xrightarrow{\tau} \]
\[ \text{Inside} \mid \text{Outside} \mid \tau. \text{siteI I K PhaseI} \mid \text{ADP} \mid !\text{ATP}, \]
again, several rules have helped to infer the transition. The pump changes conformation. It does that spontaneously without further interaction. We expressed that as a \( \tau \) transition.

\[ \text{Inside} \mid \text{Outside} \mid \tau. \text{siteI I K PhaseI} \mid \text{ADP} \mid !\text{ATP} \]
\[ \xrightarrow{\tau} \]
\[ \text{Inside} \mid \text{Outside} \mid \text{siteI I K PhaseI} \mid \text{ADP} \mid !\text{ATP} \]
also, rule \texttt{par} must be used. In the last step, before the cycle reiterates, the pump releases the K ion inside the cell.

\[
\text{Inside} | \text{Outside} \quad \overset{\text{site}K \text{.PhaseI}}{\overrightarrow{\text{ADP} | \text{!ATP}}} \\
\text{Inside} | \text{Outside} \quad \overset{\text{PhaseI}}{\overrightarrow{\text{ADP} | \text{!ATP}}}
\]

Our model by using the π-calculus has the advantage of an automated tool for checking bisimilarity called Mobility Workbench. This means that we have a software (program) that is able to verify various properties expressed in a temporal logic or by using the weak open bisimulation. The advantage is that we can replace some quite expensive lab experiments with some inexpensive software experiments. Once the unnecessary details have been abstracted away, the computational model could be checked for various properties. We treat two properties: faithfulness of the model and verification of a certain invariant, respectively.

\[
\begin{align*}
\text{INFNRGY} &= \text{atp.atp.INFNRGY} \\
\text{PhaseI Spec} &= \text{siteI(i).}([i = K]\text{PhaseI Spec} + [i = Na]\text{siteII i.Phasel Spec}) \\
\text{PhaseII Spec} &= \text{siteII(i).}([i = Na]\text{PhaseII Spec} + [i = K]\text{siteI i.PhaseI}) \\
\text{ATPase Spec} &= \text{PhaseI Spec} \\
\text{PUMPNRGY} &= (\nu \text{atp})(\text{ATPase | INFNRGY}) \\
\text{System} &= \text{Inside | Outside | ATPase | INFNRGY}
\end{align*}
\]

<table>
<thead>
<tr>
<th>Table 3. The π-terms for verification</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{INFNRGY} = \text{atp.atp.INFNRGY}</td>
</tr>
<tr>
<td>\text{PhaseI Spec} = \text{siteI(i).}([i = K]\text{PhaseI Spec} + [i = Na]\text{siteII i.PhaseII Spec})</td>
</tr>
<tr>
<td>\text{PhaseII Spec} = \text{siteII(i).}([i = Na]\text{PhaseII Spec} + [i = K]\text{siteI i.PhaseI})</td>
</tr>
<tr>
<td>\text{ATPase Spec} = \text{PhaseI Spec}</td>
</tr>
<tr>
<td>\text{PUMPNRGY} = (\nu \text{atp})(\text{ATPase</td>
</tr>
<tr>
<td>\text{System} = \text{Inside</td>
</tr>
</tbody>
</table>

- \text{\texttt{deadlocks(System)}}, in other words, the model is deadlock free
- \text{\texttt{PUMPNRGY \approx ATPaseSpec}} - a pump with an infinite source of energy behaves externally, with regard to the flux of transported ions through the membrane as an agent whose carrier behaviour is desirable, simple and reflects the understanding of how the pump works. This is also a \textit{liveness} property.

This automated verification is an important feature of modelling by using process algebras like CCS and π-calculus. The authors think that biology will largely benefit from the formal description of the molecular processes by using various process algebras, both for abstraction and for their verification tools.
4.2 Stochastic Approach

A more realistic approach in modeling the pump is to allow for pump misses. For instance if the reaction

\[ E_1 + ATP \leftrightarrow E_1 \sim P + ADP \]  

is allowed to occur before the Na ion binds to the pump then a certain notion of nondeterminism is introduced. We’d like to impose the condition that the reaction (9) occurs very rarely compared to the usual work of the pump. We could do that using the stochastic \( \pi \)-calculus which enriches the usual prefixes of the calculus with probability distributions. This new calculus allows us to model the quantitative behaviour of the system. This is done by adding some probability distributions to the \( \pi \)-calculus prefix. For instance, in Table 3 we add the same probability distribution to all the prefixs in order to keep the same quantitative information regarding the relative speeds of the actions performed. Then we can add a new branch to the term describing \( \text{PhaseI} \), such that \( \text{PhaseI} \) becomes

\[
(s\text{ite}I(i), F_1), ([i \equiv K] \text{PhaseI } + [i = Na](a \text{t} p, F_1)(\tau, F_1).(\text{site}II, F_1) \text{ i. PhaseII}) \\
+(a \text{t} p, F_2)(\tau, F_1).(\text{site}II, F_1) \text{ i. PhaseII}
\]

The probability of the transition

\[
\text{PhaseI } (a \text{t} p, F_2) \xrightarrow{\tau}(\tau, F_1).(\text{site}II, F_1) \text{ i. PhaseII}
\]

is \( \int_0^\infty \mathcal{F}_2(t) \cdot (1 - \mathcal{F}_1(t)) \, dt \). Moreover, considering a numerical example suggested in [9] wherein \( \mathcal{F}_1 \) is an exponential distribution with parameter 2 and \( \mathcal{F}_2 = 1 - 2t \cdot e^{-2t} - e^{-2t} \) is a two-level Erlang distribution, then the probability of the out-of-order transition is

\[
\int_0^\infty 4t \cdot e^{-2t} \cdot e^{-2t} \, dt = \int_0^\infty 4t \cdot e^{-4t} \, dt = \left[ \left(-\frac{1}{4} - t \cdot e^{-4t} \right) \right]_0^\infty = 0.25,
\]

which means that in average there’s one miss of the pump out of 4 execution cycles. Of course some more faithful parameters could have been used as well.

5 Conclusions

In recent years, various approaches from mathematics and computer science have been adapted for the representation of molecular processes. The use of the \( \pi \)-calculus or other process algebras to model the molecular interaction is quite new. The \( \pi \)-calculus is a widely accepted model of interacting systems with dynamically evolving communication topology. An important feature of the \( \pi \)-calculus is its mobility expressed by the changing configuration and connectivity among processes. This mobility increases the expressive power enabling the description of many high-level concurrent features. The \( \pi \)-calculus has a well-defined semantics and an appropriate algebraic theory. We think the \( \pi \)-calculus might be an adequate formalism for describing the biomolecular processes. In this way the knowledge for describing and analyzing behaviours of complex concurrent processes should be adapted to biological processes.
As far as we know, the first papers using the $\pi$-calculus in describing molecular processes were [1] and [2], followed by the successful papers [11, 9, 10] that represent and simulate biomolecular processes, describing the set of steps taken to adapt, extend and implement a core language to conform to the unique requirements of biochemical systems, first on a qualitative and then on a quantitative, stochastic scale. In [1], the $\pi$-calculus is used to describe the DNA methylation. In [2] are defined the so-called molecular structures and it is proved that they have the same expressive power as the $\pi$-calculus (which have the same computational power as Turing machines). A more detailed approach is presented in [4].

In this paper we motivate the use of the $\pi$-calculus as an adequate formalism for molecular processes by describing the dynamics of the sodium-potassium exchange pump, an important physiologic process present in all animal cells. This molecular process have to concern with phenomena related to distribution, cooperation, but with mobility and adaptability as well. Using the stochastic $\pi$-calculus, we describe the molecular interactions and conformational transformations in an explicit way. We manipulate formally the changing conformations and describe the corresponding dynamic systems using discrete mathematics instead of the usual partial differential equations. The transfer mechanisms are described in more details, step by step. Moreover, we can use some automated tools of verification developed for the $\pi$-calculus. This means that it would be possible to verify properties of the described systems by using a rather sophisticated software tool.
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