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Abstract. Making decisions in the field of environmental protection 
management is highly complex and a solution for reducing this 
complexity is given by the knowledge-based approach. Such a solu-
tion could structure the domain expert knowledge into a knowledge 
base and later will use this knowledge during the reasoning process. 
The paper describes a knowledge-based environmental protection 
system designed for air pollution control in urban regions. 

1 Introduction 

The high complexity of making decisions in the field of environmental protection 
management derives from a lot of factors, environmental, social, economical and so 
on, that should be analyzed and which have in almost all cases contradictory interests 
[1]. The use of a knowledge-based approach is a solution for reducing this complex-
ity, the environmental protection system being modeled as a knowledge-based system 
(KBS) [8, 9]. In this paper we focus on the atmospheric environmental protection in 
urban regions. Air pollution comes from many different sources: stationary sources 
such as factories, power plants, and smelters and small sources such as dry cleaners 
and degreasing operations; mobile sources such as cars, buses, planes, trains, trucks; 
and naturally occurring sources such as windblown dust, all contribute to air pollu-
tion. Air quality can be affected in many ways by the pollution emitted from these 
sources and a wide variety of pollutants could be emitted by these sources. The main 
role of an atmospheric protection system is the reduction of the pollutants emissions 
in order to reduce public health risks and to protect sensitive ecosystems. We have 
developed a knowledge-based system whose aim is to provide expert assistance to 
atmospheric environmental management in the area of Ploiesti, an industrial town 
where the predominant industry is the petrochemical one. 

The paper is structured as follows. Section 2 describes the environmental protec-
tion system (EPS), focusing on the atmospheric environmental subsystem. Section 3 
presents the architecture of the designed knowledge-based system, SBC_ProtMed. A 
brief discussion about the experimental results obtained so far is made in section 4. 
Finally, in section 5 we conclude the paper. 
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2 The Environmental Protection System 

In order to solve the environmental problem the experts need to use not only a wide 
range of environmental data, but also specific knowledge about the environmental 
process (considered as a global process) in order to assist the decision making system 
during monitoring, diagnosis, forecasting and improvement of the environmental 
quality [2]. The purpose of an environmental protection system is to predict the proc-
ess behavior and to check the admissible limits of the observed parameters (e.g. con-
centrations of air pollutants) according to the existing environmental quality stan-
dards. Figure 1 presents the block diagram of the environmental protection control 
system. The feedback from the decision making system will generate different actions 
applied on the environmental process, trying to maintain the analyzed parameters 
between predefined limits. In our case, of an atmospheric protection system, the main 
actions are emission reductions that would result in major reductions in the concen-
trations of atmospherically transported pollutants. Another important aspect regarding 
the designed EPS is that a knowledge-based model would allow including the real 
time capability.  

The quantitative information derived and integrated from measurements and ob-
servations will tell the decision maker how much, how many and how fast changes 
are occurring and whether the existing standards are fulfilled [4]. In the case of an 
atmospheric EPS, the quantitative information is given by the concentrations of air 
pollutant substances measured in different sites of the environmental controlled area. 
For this purpose, the EPS has an atmospheric monitoring subsystem whose role is to 
be aware of all levels of pollutants in these sites. In urban regions, due to the indus-
trial activities and to the exhaust gas from different types of vehicles (cars, buses, 
trains, etc), there are emitted in the air a series of pollutants, whose concentrations 
should be monitored and kept in the suboptimality intervals. The quantity and the 
composition of the emitted substances depends on many factors, in particular on the 
the industrial branch, on the characteristics and quantities of the used base production 
materials, on the type and quantity of the fuel used, on the applied technology and on 
the effective measures of atmospheric environmental protection. Also, of great impor-
tance are the meteorological factors that could increase or decrease the pollution level 
of the emitted pollutants. In the case of the Ploiesti area, the main air pollutants sub-
stances are emitted due to the petrochemical industry, the town being surrounded by a 
series of oil refineries and other chemical plants. The existing air monitoring subsys-
tem measures and analyses mainly the following substances: NH3, NO2 (NOx), SO2, 
fenol, H2S, SO2 (2-), CO, suspended particulates emissions (respirable or fine) etc. 
The concentrations of these pollutants are measured in various locations over the area 
of Ploiesti. As some of these pollutants are contributions from motor vehicles, some 
monitored locations focus on the roadside, street-level concentrations. The environ-
mental network topology allows to collect the quantitative information from all work-
stations, either on line, either in situ and to coordinate the decisions regarding preven-
tive measures in critical situations through a supervisor system. The designed knowl-
edge-based atmospheric EPS is located on the supervisor system and so far, could 
deliver warnings for the sites with potential atmospheric pollution risk on the basis of 
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the current and past measurements of the pollutant substances concentrations and of 
the meteorological data, providing possible solutions for avoiding such situations. 

Fig. 1. The block diagram of the control of an EPS 

A common characteristic of the environment-related tasks is that they rely heavily 
on climate data. Therefore, meteorological data are of great importance as the tem-
perature of the air, the speed of the wind, the degree of solar radiation, the rainfalls, 
etc, will influence the degree of the atmospheric pollution. In order to solve environ-
mental forecasting and planning problems some meteorological predictions are usu-
ally needed. As a consequence, there should be a data exchange between the envi-
ronmental network and the meteorological network. Figure 2 presents the block dia-
gram of the atmospheric EPS (AEPS). Both systems, environmental and meteorologi-
cal are represented in the figure. The subsystems of the AEPS are: the atmospheric 
environmental forecasting system (AEFS), the atmospheric environmental modeling 
and representing system (AEMS), and the knowledge-based system (KBS). AEFS is 
in our implementation a feed forward artificial neural network that makes predictions 
regarding the evolution of the pollutants concentrations based on past measurements 
[7]. The AEMS includes diffusion models (e.g. the Gaussian model) for air pollution 
substances, different models for representing environmental data (e.g. time series, 
images, graphics, tables), simulation and control models etc. All the environmental 
data are measured and observed from the environment and are collected in the data-
bases DBE of the AEPS. The meteorological system is composed by the following 
subsystems: the meteorological forecasting system (MFS), the meteorological model-
ing and representing system (MMS). All the meteorological data are measured and 
observed from the environment and are collected in the databases DBM of the mete-
orological system.  
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Fig. 2. The block diagram of AEPS 

The decision making system (DMS) has to solve environmental protection tasks 
such as diagnosis, forecasting, planning and designing [6]. The system receives in-
formation from the knowledge-based system and after analyzing them will take some 
decisions that could be applied to the atmospheric environmental protection for the 
current urban region. The decisions will be communicated also to other decision fac-
tors (DF).  

3 The Architecture of SBC_ProtMed 

Figure 3 shows the architecture of the knowledge-based system SBC_ProtMed. The 
main role of this KBS is to provide AEPS control knowledge to the decision making 
system (DMS). The knowledge acquisition module (KAM) takes the knowledge from 
different sources, and then filter and structure them in a correctly and efficiently man-
ner in order to introduce them in the knowledge base. The principal knowledge 
sources are expert knowledge, data from the atmospheric monitoring system, national 
and international environmental regulations (e.g. laws, conventions, agreements, 
national and international air quality standards), forecasting knowledge (meteorologi-
cal and air pollution predictions). 

The knowledge is represented under the form of production rules and the general 
form of a rule is the following: 

RULE <label> 
IF  <premise>  THEN  <conclusion>   CNF <numerical_value>; 

where, <premise> is <condition_1> AND/OR <condition_2> AND/OR … AND/OR 
<condition_n>, <conclusion> is either an action or a new knowledge (deduced by 
inference), CNF is the confidence factor that gives the degree of confidence in the 
truth of the rule; CNF has a numerical value in the interval [0, 100]. 
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Some of the rules from the rules base (RB) were generated by using inductive 
learning algorithms [10]. The knowledge acquisition process is a long and very diffi-
cult step in the system implementation due to the lack of a well structured expert 
knowledge in the field of environmental protection, as well as to the incomplete data 
and uncertainty that is involved by environmental processes, and also to the high 
complexity of the whole environmental system. The quality of knowledge sources is 
of great importance for the utility of the KBS to an effective environmental protec-
tion. The inference engine uses a backward chaining of the rules and includes a mod-
ule for the management of uncertainty. As in the atmospheric environmental protec-
tion we deal with incomplete knowledge or even missing data, we have introduced 
uncertainty in the knowledge base by using confidence factors [5]. Each rule has 
associated a confidence factor (called CNF) that is given by the experts in atmos-
pheric environmental protection.  

Fig. 3. The architecture of SBC_ProtMed 

The inference engine (module BIE in figure 3) will manage the knowledge uncer-
tainty by using the following rules: 
1. CNF(conclusion) = CNF(premise)×CNF(rule) 
2. CNFR1, R2

p = CNFR1
 p + CNFR2

p – CNFR1
p × CNFR2

p 
3. CNF(premise) = min (CNF(conditioni)), where i=1, …, n 
The first rule gives the confidence factor in the conclusion of a rule when the confi-
dence factor in the premise of the rule and the confidence factor in the rule are 
known. Rule 2 determine the confidence factor in a conclusion p that is encountered 
in two different rules R1 and R2. Rule 3 is applied in the case of rules that have a 
premise composed by several conditions connected by the AND logic connector. In 
the case of a premise composed by several conditions connected by the OR logic 
connector rule 2 is applied. 
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The facts base contains the permanent facts and the facts of the current context, i.e. 
the initial facts and the deduced facts. The form of a fact is the following: 

<variable> <operator> <value> 

where the value of the variable could be symbolic or numerical, and an operator could 
be a relational operator from the set {<, <=, >, >=, =}. 

The facts are taken mainly from the databases of the atmospheric monitoring sys-
tem. We have used three types of facts: numeric, boolean and fuzzy. The fuzzy inter-
val (similar with that used in [3]) includes a set of nine ordered values: impossible, 
almost impossible, slightly possible, moderately possible, possible, quite possible, 
very possible, almost sure, and sure. For the first stage of our experiments we have 
associated certainty factors to these fuzzy values [11]. The certainty values are lin-
guistic terms defined by the environmental protection expert. The internal representa-
tion of each term is a fuzzy number in the interval [0, 1] and allows dealing with 
uncertain facts and with rules whose uncertainty concerns the strength of the implica-
tion. For computational reasons this representation is parameterized.  

The knowledge-based system allows the expert to define the term set of linguistic 
certainty values which constitutes the verbal scale that he/she and the users will use to 
express their degree of confidence in the rules and facts respectively. Each linguistic 
value is represented internally by a fuzzy interval (a fuzzy number) i.e., the member-
ship function of a fuzzy set on the real line (i.e. on the truth space represented by the 
interval [0, 1]). The membership functions can be interpreted as the meanings of the 
terms in the term set. 
 
TERM_SET = {impossible, almost impossible, slightly possible, moderately possible, 
possible, quite possible, very possible, almost sure, sure} 
 
The parametric representation of each term: 
impossible = (0, 0, 0, 0) 
almost impossible = (0 , 0, 0.04, 0.07) 
slightly possible = (0.04, 0.06, 0.15, 0.17) 
moderately possible = (0.10, 0.16, 0.35, 0.45) 
possible = (0.25, 0.35, 0.55, 0.65) 
quite possible = (0.45, 0.55, 0.75, 0.85) 
very possible = (0.65, 0.75, 1, 1) 
almost sure = (0.95, 0.98, 1, 1) 
sure = (1, 1, 1, 1) 
 

The use of confidence factors combined with certainty factors associated to the 
fuzzy values increases the performance of the system as the experimental results 
show in the next section. 

During the reasoning process, the inference engine will add new facts to the facts 
base and will associate to each fact its corresponding confidence factor, computed 
according to the previous rules (1÷3). In this process several paths could be followed 
(e.g. in the case of alternative solutions for a given problem). When the reasoning 
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process stops, the system will choose the conclusion with the maximum confidence 
factor.  

The rules from RB are classified into three categories: behavior, decision and con-
trol. In figure 4 it is represented the information flow (data flow & control flow) as-
sociated to the knowledge-based AEPS, with the highlight of the three categories of 
rules.  

Fig. 4. Information flow of the knowledge-based AEPS 

Behavior rules are characterizing the status of the system in certain conditions. The 
general form of a behavior rule is the following: 

RULE Behaviori 
IF <premise> THEN 
 * the system is in state si(t) - at time t; 

Example of a generic behavior rule: 

RULE BPi 

IF Pi ∈[Linf, Lsup] THEN 
* the status variable is within the suboptimality interval; 

where Pi represents the parameter i, Linf and Lsup are the limits of the preset interval.  
The control rules are characterizing the changes of the system’s state in certain 

conditions. The general form of a control rule is as follows: 

RULE Controli 
IF <premise> THEN 
 * the system passes in the next state si(t+1); 

Example of a control rule: 

RULE  ControlIp 

IF Tpredicted = much_higher AND |IP – Lsup| < ε THEN 
Risk_of_pollution = possible; 
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where Tpredicted is the predicted temperature value, the numerical value associated to 
the symbolic value much_higher is set by taking into account the period of the year 
and the maximum value of the temperature in that period, IP is the predicted value for 
a pollution indicator, Lsup is the maximum acceptable value for that indicator. 

The decision rules have the role of taking some decisions (i.e. actions) in order to 
have the monitored parameters inside their suboptimality interval. The general form 
of a decision rule is the following: 

RULE Decisioni 
IF <premise> THEN 
* take a decision (action) in order to have the parameters inside their suboptimality 
interval; 

Example of a generic decision rule: 

RULE DecisionIp 
IF risk_of_pollution = possible THEN  

* send a warning: area with potential atmospheric pollution risk! 
* find a solution for a decrease of the pollution indicator; 

Another category of rules is given by metarules that establish a strategy for apply-
ing other rules. An example of such rule is the following: 

RULE 31: 
IF season = summer THEN 

* apply rule ControlIp with priority (or in general cases, rules that have in the 
premise a condition referring to an important increase of the temperature); 

Examples of rules from RB: 

RULE 57: 
IF  DT > 7_days   AND   T >= 38 (C0)  THEN 
 Tpredicted = much_higher CNF 100; 

RULE 22_5: 
IF   T = much_higher   AND    |IP-MAC-sp – Lsup-MAC| < 0.005  THEN   

* very possible exceed of the MACSP         CNF 95; 

where DT is the duration of the predicted period with higher temperatures, and 
MACSP is the maximum admissible concentrations of suspended particulates (SP). 

There are a lot of unpredictable events that may influence the atmospheric pollu-
tion degree and it is difficult to establish with certainty which are the causes of a 
decrease or of an increase of a pollutant indicator. Sometimes a decrease can have at 
the basis not an environmental protection management decision. It can simply be a 
temporary situation. For example, economical events (a plant is temporary closed or 
the production of a specific product is temporary reduced or stopped) or unpredict-
able meteorological events.  

As a correct acquisition and structuring of the atmospheric environmental protec-
tion knowledge into a knowledge base is of great importance for the success of the 
knowledge-based AEPS, we have designed an atmospheric environmental protection 
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Period XII-II 01/02 III-V 2002 VI-VIII ‘02 IX-XI 2002

Type

% GD

KBS      HE

 96%    97%

KBS      HE

92%    95%

KBS      HE

98%    96%

KBS      HE

97%    98%

 Type of experiment: KBS – Knowledge-based System, HE – Human Expert
 %GD – percentage of good detections of sites with atmospheric pollution risk (rounded values)

ontology. We have developed a prototype of the ontology, OAEP, which includes also 
entities from the meteorological domain that have a direct influence on the atmos-
pheric environment. The air pollutant substances (NH3, NOx, SO2, fenol, H2S, CO, 
suspended particulates emissions etc) have associated their specific maximum admis-
sible concentrations (MAC) whose values are taken from the air quality standards. All 
these information are entities from the ontology vocabulary (constants, predicates, 
etc). Another generic entity is the meteorological factors with possible values such as 
the temperature of the air (T), the speed of the wind (SW), the intensity of solar radia-
tion (ISR) etc. The rules from the rules base describe relations between the entities of 
the ontology vocabulary. The prototype of the ontology, OAEP, has provided a clear 
and effective description of the knowledge base by structuring the concepts that are 
used in the domain of atmospheric environmental protection and related domains 
such as the meteorological domain. 

4 Experimental Results 

We have run several preliminary experiments of the knowledge-based AEPS on a set 
of test cases and a set of uniformly distributed sites on the area of Ploiesti, and we 
have compared the results with those obtained by human experts. The system analy-
ses past data of the pollutant substances concentrations (measurements made in the 
last 10 years – 1990-1999) and predicts their values for a short term (for the period 
2001-2002), by using a feed forward neural network. These values are correlated with 
the meteorological predictions and with the knowledge that exists in the knowledge 
base, and finally, the system generates the sites with possible atmospheric pollution 
risk, giving also some solutions.  

We have driven the experiments on 7 representative sites (sites 1, 2, 5, 7, 8, 11, 12) 
from the area of Ploiesti, and the test cases included measurements of 5 pollutant 
substances concentrations. The periods of the analysis were 2000/2001 and 
2001/2002 divided in the four seasons starting with autumn. We have determined the 
percentage of good detections of sites with atmospheric pollution risk.  
 
 
 
 
 
 
 
 
 
 
 

Table 1. Experimental results 2001/2002 
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Table 1 presents the results obtained for the period 2001/2002. As we can see the 
knowledge-based AEPS had a good behavior. Still, the human expert (HE) gave 
better results (except summer 2001 and summer 2002), mainly because it uses some 
heuristics that are difficult to formalized, heuristics that proved to be good in the 
cases that were analyzed. So, as mentioned in section 3 some effort should be concen-
trated on a much proper expert knowledge acquisition and representation, extending 
also the developed ontology. In the summer of 2001 and in that of 2002 the meteoro-
logical forecasting system made good predictions and the rules that connect meteoro-
logical knowledge with atmospheric environmental knowledge were better than the 
expert knowledge used by the human expert. These rules were automatically gener-
ated by an inductive learning algorithm, which provided efficient rules.  

Fig.5. Example of SBC_ProtMed run 

Figure 5 shows an example of the atmospheric environmental analysis and decision 
making at a specific location, site 11. 

The experiments were made on sites that are in situ and as a future work we shall 
analyze the scalability of the system, i.e. the increased environmental loading due to 
an increase in the number of distributed components. This work will be done on a 
simulation that considers all sites on line. 

The knowledge-based AEPS was implemented in C++Builder and the knowledge 
base of the SBC_ProtMed system was implemented in VP-Expert, an expert system 
generator. 

 SITE  11  –  Period : Ju ly 2002
 Predictions:
 T  >= 38 0C
 D T >  7  da ys  (duration of the predicted period  with higher temperatures)
 SW  =  weak
Pollu tants concentra tions (m easurem ents):
 SO 2 =  0 .00861 mg/m 3

(M AC SO 2 =  0 .25   at 24h)
 N O 2 =  0.03257 mg/m 3

(M AC N O 2 =  0 .10   at 24h)
 SP(su spended particu lates)  =  0.14693 mg/m 3

(M AC SP =  0 .15   at 24h)
 Fenol =  0 .00823 mg/m 3

(M AC fenol =  0 .03   at 24h)
 N H 3 =  0.05778 mg/m 3

(M AC N H 3 =  0 .10   at 24h)
 Season =  sum m er

 Conclus ion :
 W ar ning : very possib le  exceed  of the M AC SP.
 D ecision &  Co ntro l:
     * W arning  of the chemical pla nts that are responsib le for the emissions of the
su spended particulates in the air, in the area of site 11 .
     * Find preventive m ea sures for redu cing  the em issions of su spended particu la tes
(e.g. change of the chemical process technology, introducing new  performa nt filters,
tem porary stop of the produ ctive sector that produ ces the emissions until a  long-term
solution  is found).
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5 Conclusions and Future Work 

In this paper we have presented a knowledge-based system as an implementation of 
an atmospheric environmental protection system. The main role of the system is to 
provide expert assistance at the decision making level and also at the control level of 
the atmospheric protection management in the area of Ploiesti. At present, the devel-
oped KBS has the ability to detect with success the sites with atmospheric pollution 
risk and also can evaluate the possible solutions to reduce such risks. These are im-
portant benefits because the system could be used as an expert assistant in the atom-
spheric environmental management. The knowledge based system has the possibility 
to be connected with the commercial systems available to monitor pollution from the 
major air polluters in urban areas, such as MLU System, NILU System or the Japa-
nese Horiba automotive analyzers. 

As a future work, we should concentrate on building a better knowledge acquisi-
tion module and we shall include a full real time capability of the knowledge-based 
AEPS. Also, we shall extend the atmospheric environmental modeling and simulation 
subsystem with environmental simulators and other dispersion models for air pollu-
tion substances. Another direction for our future work is to include improving sug-
gestions the system provides to the polluters in terms of what can be done to mitigate 
short-term pollution excess.  

Taking into account the large amount of environmental data and the diversity of 
factors that influence the degree of atmospheric pollution in a specific area, the de-
veloped SBC_ProtMed system has a great utility in the context of improving the air 
quality in urban regions. Such a knowledge-based system extended with a full real 
time capability would be a powerful expert advice tool for the atmospheric environ-
mental protection management. 
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