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Abstract: The need of data and transaction protection has made access control 
and security a necessity. This has led to extensive research in the academic 
community that resulted in the specification of various protocols used to im-
plement it. These protocols differ greatly and are rarely compatible with one 
another or towards the security policy they are designed to implement. There 
also exist proprietary protocols usually compatible only with a certain number 
of products, most of which are not widely recognized and adopted. Thus ap-
peared the need for a comprehensive and compatible-oriented security policy 
design. This policy should support features as: Authentication, Authorization 
and Accounting, DMZ architecture, Intrusion detection, Service Level Agree-
ment mechanisms and Disaster recovery of critical data. We shall take a case-
study approach by examining the experimental network of the OTE Multimedia 
Labs designed in the course of several research programs conducted in the 
European community's research framework programs. 

1 Introduction 

A sound and effective security policy is of great importance for corporations today 
given the increased popularity and business opportunities of public wired and wireless 
Networks. Corporations today engage more often than before in on-line transactions 
and e-business solutions as a means of maximizing their profit as well as getting a 
hold of a new and promising audience. The Internet as a new market seemed very 
promising but soon it was realised that care should be taken so that on-line transac-
tions could become as much safe as the old legacy ones. There was also the issue of 
data confidentiality and protection as well as identity proof. These needs led a vast 
number of researchers from the academic community as well as the industry to pro-
pose possible solutions in the form of new protocols, policies and network design 
architectures that could be deployed in order to achieve the above goals. Thus in the 
previous decade there was a flood of new protocols, access control policies and new 
network architectures proposed to address the need for security in public networks. 
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They were mostly the product of individual works with little or no central guidance or 
setting of requirements and this is the prime reason for the major incompatibilities 
amongst all these new promising products. Later there were some efforts to accom-
modate many of these new products into cohesive and concrete framework that would 
be widely adopted and implemented [5]. There was little if any success in these ef-
forts and this brings us today where the situation has become a total labyrinth consist-
ing of many incompatible protocols and policies. At the Multimedia Labs of OTE 
Telecommunication Company through the course of many research activities, both 
European as well as self-funded a rather large network was produced to be used as a 
test-bed for research purposes and measurement of various network variables. Various 
security protocols and policies were implemented and tests of interoperability 
amongst them were performed. The outcome of this research has lead to a network 
design that incorporated some well-known protocols as well some new emerging 
ones. The main effort was to produce a system that would be manageable and its 
components would interoperate to provide the desired results. The main components 
of this system are distinguished into three main categories: Access and Authorization 
Control, Packet filtering and Firewalls and Network Management Services (Central 
management and Disaster recovery). 
 

 
Figure1. OTE Multimedia Labs Network 

2 Access and Authorization Control 

Access control is the process of controlling who is allowed access to a network and 
what services they are allowed to use once they have access, as well as keeping a re-
cord of what actions each user performed [13]. 
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Authentication, Authorization, and Accounting (AAA) is the architectural 
framework for configuring these three independent functions in a consistent manner 
[14]. 
 
Authentication: Provides the method of identifying a user, including login and pass-
word dialog, challenge and response. Identification of a user takes place prior to being 
allowed access to the network and its resources. 
 
Authorization: Provides the method for remote access control, including one-time 
authorization or authorization for each service, per-user account list and profile and 
user group support. Authorization works by assembling a set of attributes that de-
scribe what the user is authorized to perform. These attributes are compared to the 
information contained in a database for the given user and the result is returned to the 
AAA server to determine the user’s actual capabilities and restrictions. The database 
can be located locally on the access server or router or it can be hosted remotely on a 
RADIUS or TACACS+ security server. Remote security servers, such as RADIUS 
and TACACS+, authorize users for specific rights by associating attribute-value (AV) 
pairs, which define those rights, with the appropriate user. 
 
Accounting: Provides the method for collecting and sending security server informa-
tion used for billing, auditing, and reporting, such as user identities, start and stop 
times, executed commands (such as PPP), number of packets, and number of bytes. 
Accounting gives the ability to track the services users are accessing as well as the 
amount of network resources they are consuming. When AAA accounting is acti-
vated, the network access server reports user activity to the TACACS+ or RADIUS 
security server in the form of accounting records. Each accounting record is com-
prised of accounting AV pairs and is stored on the access control server. This data can 
then be analyzed for network management, client billing, and/or auditing [11]. 
 

AAA provides many benefits, including: 
• Increased flexibility and control 
• Scalability and fast deployment 
• Standardized authentication protocols, such as RADIUS, TACACS+ [10], and 

Kerberos, NIS+ 
• Central accounts management and monitoring 
 
NIS+: NIS+ is a hierarchical and secure network information service system for 
UNIX Operating Systems. In concept, NIS+ is basically a “simple” distributed data-
base which allows information managers and system administrators to manage the 
network information for complex and heterogeneous computer systems. NIS+ re-
places NIS as the default name service for Solaris.  
NIS+ servers are able to "speak" the NIS protocol and can serve NIS client requests. 
Backward compatibility is provided as a mechanism to ease transition.  
Advantages of the NIS+ over other services like NIS or /etc files are:  
♦ SPEED: NIS+ propagates incremental updates in a much shorter period of time 

than NIS (which perform complete map updates).  
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♦ AVAILABILITY: NIS+ clients can soft bind to any host from set of NIS+ serv-
ers rather than hard binding to a particular server.  

♦ SCALABILITY: NIS+ supports multiple, hierarchical domains rather than a sin-
gle flat domain. Also, NIS+ tables are multi-columned, in contrast to NIS maps.  

♦ SECURITY: Neither NIS nor /etc/ files provide security. NIS+ provides client 
authentication and access control.  

The choice of the protocol to be used depends on the load expected on authentication 
servers as well as the security level requirements and costs involved n deployment. 
In our labs we chose Cisco TACACS+ as the primary AAA protocol in favour of 
RADIUS. The choice was mainly based on some basic facts [12]: RADIUS encrypts 
only the header of the authentication packet while TACACS+ can encrypt the whole 
packet body. TACACS+ also uses TCP as its transport while RADIUS uses UDP 
which is faster but not so reliable. Dual-redundant RADIUS authentication servers 
provide the fallback in case the also Dual-redundant TACACS+ servers fail and also 
provide authentication for users’ dial-up access since it has become the de-facto in 
ISPs worldwide [9]. The Authentication servers in turn authenticate users centrally 
through a NIS+ server. The NIS+ server provides centralized management of ac-
counts and AAA servers based on the information contained on the NIS+ maps (data-
base) provide users’ access rights, detailed logging of actions performed and the abil-
ity to respond quickly in an intrusion attempt on such a large network. The following 
diagram shows the basic architecture selected for the Access Control part of the de-
sign in our labs. 
 

NIS+ Primary server

TACACS+ Server 1 TACACS+ Server 2 RADIUS Server 1 RADIUS Server 2

Network
Resource 1

Network
Resource 2

Network
Resource n

 
Figure2. AAA Process in a Top-down design 

Access Control was designed to in a round-robin fashion, meaning that the au-
thentication servers are used in turn in order to reduce load on the servers and maxi-
mize AAA services availability at any given time. To accomplish this round-robin 
architecture, new features that are present in latest Cisco IOS software were used and 
specifically AAA broadcasting that supports the use of multiple AAA servers in a 
somewhat distributed way. 
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3 Packet Filtering and Firewalls 

Packet filtering is probably the most common element in a network security design. 
As such a basic part of the design extra care must be taken to avoid common errors 
and pitfalls such as: source address verification, anti-spoofing techniques, denial of 
broadcast type ICMP requests (also known as smurf Denial of Service DoS attacks). 
There are several proposed architectures for implementing a network protected by 
packet filtering devices. The one that balances strong security, availability and ease of 
use was deemed to be the Screened Subnet Architecture (or DMZ for Demilitarized 
Zone). 
 
Screened Subnet (or DMZ) Architecture 
This architecture is an extension of the screened host architecture which is basically 
the classical firewall setup of a packet filter between the outside hostile Internet and 
the corporate LAN. DMZ modifies this design by segregating the available Network 
into three distinct areas: a "semi-secure" or De-Militarized Zone (DMZ) subnet where 
the proxies lay, the protected corporate LAN and the public Internet [7]. This allows 
only the outside restricted access services in the DMZ Zone. The DMZ is further 
separated from the internal network by another packet filtering device that only al-
lows connections to/from the proxies. The benefits of the specific architecture are: 
♦ The filters are "intelligent" with logging capabilities. 
♦ All incoming and outgoing services between the Internet and the internal net-

works pass via proxy servers in the DMZ.  
♦ Services offered to the Internet (such as WWW or ftp) run on a dedicated ma-

chine which has no access to the inside (since this machine must be considered as 
potentially compromised - a "sacrificial lamb"). A server providing WWW or 
(writeable) ftp to the Internet is difficult to fully secure. If a site offers secure ser-
vices such as Web commerce, it is advisable to install a second, specialized web 
server with strong SSL, a B1 (TCSEC) approved OS (like Argus Pit-Bull) and 
highly restrictive usage/monitoring/auditing/change management etc.  

♦ The DMZ can be a switched LAN, or two switched LANs with dual homed bas-
tion hosts between them. The latter is more secure since only proxied connections 
will be allowed through and prevents a software error in the filters. Direct inside 
<-> outside socket connections are denied and traffic becomes uni-directional be-
tween the LAN and DMZ areas. 

♦ The specific architecture is modular & flexible. 
♦ For maximum diversity of defence, two different firewall techniques should be 

used for the "packet filters". 
♦ For very high availability, the DMZ with front & back end filters can be dupli-

cated and hooked together by routers (2 on the inside and 2 on the outside) that 
support redundant routing.  

The above architecture was implemented at the Multimedia laboratories at OTE as a 
means to enhance security. There are two dedicated software routers running 
FreeBSD that handle all the traffic flow between the public Network, the protected 
LAN and the DMZ area. The router itself does not provide any other application-level 
network services in order to enhance it’s security. Each router routes outbound traffic 



 213 

through a different Internet connection and there is a third router that routes traffic 
based on availability and network load. Available routes with the packet filtering 
routers are exchanged using BGP4+. Note also that direct traffic between DMZ and 
private LAN is not permitted since this would compromise the design. In this manner 
load balancing and fail-over are accomplished. 

 
Figure3. Multimedia Labs Dual-redundant DMZ architecture design 

NAT 
NAT was mainly adopted as a means of preserving the fast depleting IPv4 addresses 
[3]. It is also used to enhance a sites security in various ways: 
♦ It can divide a large network into several smaller ones. The smaller parts expose 

only one IP address to the outside. With inbound mapping, it is even possible to 
move services (such as Web servers) to a different computer without having to do 
any changes on external clients.  

 
♦ NAT gateways usually provide a way to restrict access to the Internet. 
♦ Another useful feature is traffic logging; since all the traffic to and from the 

Internet has to pass through a NAT gateway, it can record all the traffic to a log 
file. This file can be used to generate various traffic reports, such as traffic break-
down caused by user, by a site, by network connection etc.  

♦ Since NAT gateways operate on IP packet-level, most of them have built-in in-
ternetwork routing capability. The internetwork they are serving can be divided 
into several separate sub networks (either using different backbones or sharing 
the same backbone) which further simplify network administration and allow 
more computers to be connected to the network. 
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To summarize, a NAT gateway can provide the following benefits:  
♦ Firewall protection for the internal network; only servers specifically designated 

with "inbound mapping" will be accessible from the Internet  
♦ Protocol-level protection  
♦ Automatic client computer configuration control  
♦ Packet level filtering and routing  
 
NAT Operation  
The basic purpose of NAT is to multiplex traffic from the internal network and pre-
sent it to the Internet as if it was coming from a single computer having only one IP 
address.  

The TCP/IP protocols include a multiplexing facility so that any computer can 
maintain multiple simultaneous connections with a remote computer. It is this multi-
plexing facility the key to a single address NAT. To multiplex several connections to 
a single destination, client computers label all packets with unique "port numbers" 
[2]. 

A modern NAT gateway must change the Source address on every outgoing 
packet to be its single public address. Therefore also renumbers the Source Ports to be 
unique, so that it can keep track of each client connection. The NAT gateway uses a 
port mapping table to remember how it renumbered the ports for each client's outgo-
ing packets. The port mapping table relates the client's real local IP address and 
source port plus its translated source port number to a destination address and port. 
The NAT gateway can therefore reverse the process for returning packets and route 
them back to the correct clients.  

This process is completely dynamic. When a packet is received from an internal 
client, NAT looks for the matching source address and port in the port mapping table. 
If the entry is not found, a new one is created, and a new mapping port is allocated to 
the client. So the procedure goes as below: 
♦ Incoming packet received on non-NAT port  
♦ Look for source address, port in the mapping table  
♦ If found, replace source port with previously allocated mapping port  
♦ If not found, allocate a new mapping port  
♦ Replace source address with NAT address, source port with mapping port  
Packets received on the NAT port undergo a reverse translation process:  
♦ Incoming packet received on NAT port  
♦ Look up destination port number in port mapping table  
♦ If found, replace destination address and port with entries from the mapping table  
♦ If not found, the packet is not for the internal network and should be rejected 
In our labs we employed NAT as e both a means of enhancing security and research-
ing various services potential of working over NAT translators. Such sensitive ser-
vices include but are not limited to IPSec Virtual Private Networks [4] and some real 
time applications [1]. 
 
Transparent proxies 
A proxy is any device that acts on behalf of another. Application proxies (or applica-
tion gateways) normally offer logging and access control at the application layer, but 
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at the cost of performance (all traffic must pass via the proxy) and complexity (the 
proxy needs to run on a special host). The term is most often used to denote Web 
proxying. Proxy technology is often seen as an alternative way to provide shared ac-
cess to a single Internet connection.  

It may also be necessary to modify the client program. Ideally, proxies and filter-
ing should be used together to maximize security. Proxies are used also: 
♦ For all services that must pass between the inside & outside networks.  
♦ To configure such that access to the proxy from the outside is forbidden, except 

for where strong authentication mechanisms are in place, or for email & news.  
♦ To use IP addresses rather than subnet/host names in access control lists.  

A Web proxy acts as a "half-way" Web server: network clients make requests to 
the proxy, which then makes requests on their behalf to the appropriate Web server. 
The main benefits of Web proxying are:  
♦ Local caching: a proxy can store frequently-accessed pages on its local hard disk; 

when these pages are requested, it can serve them from its local files instead of 
having to download the data from a remote Web server. 

♦ Network bandwidth conservation: if more than one client requests the same page, 
the proxy can make one request only to a remote server and distribute the re-
ceived data to all waiting clients.  

Web proxying has the following disadvantages:  
♦ Web content is becoming more and more dynamic, with new developments such 

as streaming video & audio being widely used. Most of the new data formats are 
not cacheable, eliminating one of the main benefits of proxying.  

♦ Clients have to be explicitly set to use Web proxying; whenever there is a change 
(e.g. proxy is moved to a new IP address) each and every client has to be set up 
again.  

♦ A proxy server operates above the TCP level and uses the machine's built-in pro-
tocol stack. For each Web request from a client, a TCP connection has to be es-
tablished between the client and the proxy machine, and another connection be-
tween the proxy machine and the remote Web server. This puts lot of strain on 
the proxy server machine. 

Both these benefits only become apparent in situations where multiple clients are very 
likely to access the same sites and so share the same data. Most of the times network 
administrators face up the following situations: 
♦ It is necessary to force clients on the internal network to use proxy, whether they 

want to or not. 
♦ Clients should use proxy, but don’t want them to know that they are being 

proxied. 
♦ Finally clients have to be proxied, but don’t want to go to all the work of updat-

ing all the settings in the hundreds or thousands of web browsers. 
This is where transparent proxying comes in. A web request can be interpreted by 

the proxy, transparently. That is, as far as the client software knows, it is talking to the 
origin server itself, when it is really talking to the proxy server [8]. There are two (2) 
general methods this works: 
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♦ The first is when the web proxy is not transparent proxy aware. For this purpose 
it can be used a little daemon called transproxy that sits in front of the web server 
and takes care all of the details for the network.  

♦ A cleaner solution is to get a web proxy that is aware of the transparent proxying 
itself (one of them is squid, an open source cashing proxy). 

♦ Alternatively, instead of redirecting the connections to the local ports it is possi-
ble to redirect the connections to remote ports. 

 
NAT and Proxies  
The difference between proxies and NAT is that proxies act at the application level 
whereas NAT acts at the network level. This means that the proxy must be application 
aware, and conversely all applications using it must be proxy aware. Where NAT is 
used as the basis of the Internet sharing, access to the Internet is transparent and users 
do not need to know it is in place. 

4 Network Management Services 

Central Management and Monitoring 
Central management is always a requirement for large Networks that provide services 
to customers. Central Management is the process of handling network resources and 
services from a central interface in order to reduce administrative costs and at the 
same time minimize response times to requests and unforeseen events. By the term 
Network resources we mean every parameter that a Network’s performance and 
availability is dependent on. This includes factors such as Quality of Service (QoS), 
uptime, Service Level Agreements, Independent service monitoring and many others. 
We decided to segregate the management and monitoring process to the basic OSI 
Layers [6]. So network level services such as IP connectivity, host uptime and net-
work usage are monitored using Hewlett Packard’s Openview that that provides a 
well-tested solution for Large-scale Networks and is modular and extendible. For 
data-link layer monitoring and management Agilent Advisor is used which has the 
ability to analyze many low level protocols such as: Ethernet, ATM, MPLS, Frame 
Relay, Routing protocols and isolate potential problems that may appear. Finally for 
application level services such as web-server uptime, Disk Usage, bandwidth usage 
per service, we use two open-source tools Multi Router Traffic’s Graph (MRTG) and 
Nagios. Both provide the management console with a high degree of available infor-
mation regarding service status, application level alarms, administrative notification 
of failures and graphical representation of the network services’ operation. 
 
Disaster Recovery 
There is no doubt that disaster avoidance can not always be controlled, but through 
diligent planning and preparation, disaster response can be controlled. Disaster recov-
ery refers to the restoration and continuance of critical IT infrastructure. Companies 
today follow the continuous business paradigm, which combines high-availability 
solutions with advanced disaster recovery techniques. The goal is to manage un-
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planned situations with minimal or zero disruption. The ideal scenario when an un-
planned event does occur is: 
• Recovery Time Objective (RTO) to be minimal. RTO or maximum allowable 

downtime, describes the time within which business functions or applications 
must be restored. 

• Recovery Point Objective (RPO) to be minimal. RPO describes the point in 
time to which data must be restored to successfully resume processing (often 
thought of as time between last backup and when outage occurred). 

• Costs of solution and resources to be minimal. 
The above three factors (RTO, RPO and cost) are often used as the basis for the 

development of recovery strategies (Disaster Recovery Plan - DRP) and as determi-
nants as to whether or not to implement the recovery strategies during a disaster situa-
tion. 

The primary objectives of a DRP are to guide an organization in the event of a 
disaster and to effectively re-establish critical business operations within the shortest 
possible period of time with a minimal loss of data. The goals of the planning project 
are to assess current and anticipated vulnerabilities, define the requirements of the 
business and IT communities, design and implement risk mitigation procedures and 
provide the organization with a plan that will enable it to react quickly and efficiently 
at the time of disaster. 

In the event of a malicious attack to a network, data may be irretrievably lost. 
This could be catastrophic for a company. In this case, the best cure is data recovery 
from backups. When looking for improvements, special focus must be given to a re-
covery component that will have the greatest impact on recovery objectives. 
 
Advanced Recovery Technologies 
The main advanced recovery technologies used in today’s networks are: 
• Electronic vault. Electronically forwarding backup data to an offsite server or 

storage facility. Vaulting eliminates the need for tape shipment and therefore sig-
nificantly shortens the time required to move the data offsite. 

• Standby Operating System. The restore and recovery of the operating system is 
the most basic recovery step. Maintaining a copy of the customer’s specific sys-
tem on disk directly attachable to the recovery processor provides the ability to 
bring systems up immediately at time of disaster. The components of a standby 
operating system are weekly backups of the system used for production, a 
method of transporting the backups and a weekly restore. 

• Remote Journaling. If the main focus of improving recovery is on the recovery 
point rather than the recovery time, the best choice is remote journaling. Remote 
journaling entails intercepting the writes to a local log or journal and transmitting 
a copy of those writes off-site in real time mode, providing for recovery to a point 
extremely close to the point of failure. The components of a remote journaling 
solution are a local application that creates local logs or journals, software to in-
tercept and transport the writes to a remote location, and  software to be used at 
time of test or disaster to apply the remote updates to the last valid backup data. 

• Remote Mirroring. Remote Mirroring is the duplication of data in real time to 
ensure continuous availability, currency and accuracy. True mirroring will enable 
a zero recovery point objective. Organizations with the most to gain from remote 
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mirroring are those that can easily segregate critical applications for mirroring 
and recovery, or those whose applications are critical enough to warrant the 
added expense of remote mirroring. 

• System Replication. System replication is simply the capability to provide a 
continuous operating environment by duplicating systems, data and network at a 
remote location. System replication is the most comprehensive solution for ad-
dressing RPO and RTO. 

• Hot Network Node. In any recovery situation, users need access to their data. 
One way of preparing for this connection of recovery data to the production net-
work is to locate a hot production node in the same location as the recovery ca-
pability. The benefit of having a hot network node is that it is continually moni-
tored and in use, thereby minimizing failure potential. Establishing network 
communications at time of disaster can be complex and time consuming; pre-
staging of the configuration eliminates error and excess recovery time impact. 
Circuits into the hot node can also be leveraged to support data transmission for 
other advanced recovery solutions. 

 
In the following table, the impact of each recovery solution to the three critical factors 
(RTO, RPO and cost) is depicted. We used a combination of System Replication and 
Hot Network Node in order to balance cost and recovery in case of failure. We also 
employed several legacy approaches such as regular backups. Tests were conducted 
under stress conditions and the result was a surprising minimization of RPO and a fair 
reduce in RTO as well. 
 

 Electronic 
Vault 

Standby 
Operating 

System 

Remote 
Journaling 

Database 
Shadowing 

Remote 
Mirroring 

System 
Replication 

Hot 
Network 

Node 
Impact 
to RTO ↓ ↓ ↓↓ ↓↓↓ ↓↓↓↓ ↓↓↓↓↓ ↓↓ 
Impact 
to RPO ↑↑ ↑ ↑↑↑↑ ↑↑↑↑ ↑↑↑↑ ↑↑↑↑↑ ↑ 
Cost $ $$$ $$ $$$$ $$$$ $$$$$ $$ 

 

5 Conclusions 

In this paper we describe a custom network security design that has the properties of 
being: designed top-down (with the network element in mind), using compatible pro-
tocols and techniques and being modular. The proposed network integrates both new 
and well-known elements. In future work, we intend to continue development of the 
proposed architecture as well as define an independent model for tying together these 
elements in a comprehensive framework that would be ready for deployment by cor-
porate customers. 
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