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Abstract. Defeasible reasoning is a simple but efficient approach to nonmonotonic reasoning that has recently attracted considerable interest and that has found various applications. Defeasible logic and its variants are an important family of defeasible reasoning methods. So far no relationship has been established between defeasible logic and mainstream nonmonotonic reasoning approaches. In this paper we establish close links to known semantics of logic programs. In particular, we give a translation of a defeasible theory \( D \) into a meta-program \( P(D) \). We show that under a condition of decisiveness, the defeasible consequences of \( D \) correspond exactly to the sceptical conclusions of \( P(D) \) under the stable model semantics. Without decisiveness, the result holds only in one direction (all defeasible consequences of \( D \) are included in all stable models of \( P(D) \)). If we wish a complete embedding for the general case, we need to use the Kemeny semantics of \( P(D) \), instead.

1 Introduction

Defeasible reasoning is a nonmonotonic reasoning [20] approach in which the gaps due to incomplete information are closed through the use of defeasible rules that are usually appropriate. Defeasible logics were introduced and developed by Nute over several years [22]. These logics perform defeasible reasoning, where a conclusion supported by a rule might be overturned by the effect of another rule. Roughly, a proposition \( p \) can be defeasibly proved (+\( \varphi \)) only when a rule supports it, and it has been demonstrated that no applicable rule supports \( -\varphi \); this demonstration makes use of statements \( -\varphi \) which mean intuitively that an attempt to prove \( q \) defeasibly has failed finitely. These logics also have a monotonic reasoning component, and a priority on rules. One advantage of Nute’s design was that it was aimed at supporting efficient reasoning, and in our work we follow that philosophy.

Defeasible reasoning has recently attracted considerable interest. Its use in various application domains has been advocated, including the modelling of regulations and business rules [21, 13, 2], modelling of contracts [24], legal reasoning [23] and agent negotiations [11]. In fact, defeasible reasoning (in the form of courteous logic programs [12, 13]) provides a foundation for IBM’s Business Rules Markup Language and for current W3C activities on rules. Therefore defeasible reasoning is arguably the most promising subarea in nonmonotonic reasoning as far as applications and integration to mainstream IT is concerned.

Recent theoretical work on defeasible logics has: (i) established some relationships to other logic programming approaches without negation as failure [3]; (ii) analysed
the formal properties of these logics [5, 18, 19], and (iii) has delivered efficient implementa-
tions [17].

However the problem remains that defeasible logic is not firmly linked to the main-
stream of nonmonotonic reasoning, in particular the semantics of logic programs. This
paper aims at resolving this problem. We use the translation of a defeasible theory $D$
into a logic meta-program $M$ proposed in [16]. For this translation we can show that

$$p \text{ is defeasibly provable in } D \iff p \text{ is included in all stable models of } M. \text{ (8)}$$

However this result can only be shown under the additional condition of decisiveness: the absence of cycles in the atom dependency graph.

If we wish to drop decisiveness, (8) holds only in one direction, from left to right. We
show that if we wish the equivalence in the general case, we need to use another
semantics for logic programs, namely Kunen semantics [15].

The paper is organised as follows. Sections 2 and 3 present the basics of defeasible
logic and logic programming semantics, respectively. Section 4 presents our translation,
while section 5 contains the main results. The proofs are found in an Appendix at the end
of this paper.

2 Defeasible Logic

2.1 A Language for Defeasible Reasoning

A defeasible theory (a knowledge base in defeasible logic) consists of five different kinds
of knowledge: facts, strict rules, defeasible rules, defeaters, and a superiority relation.

Facts are literals that are treated as known knowledge (given or observed facts of a
case).

Strict rules are rules in the classical sense: whenever the premises are indisputable (e.g.
facts) then so is the conclusion. An example of a strict rule is “Emus are birds”. Written
formally:

$$\text{emu}(X) \rightarrow \text{bird}(X).$$

Defeasible rules are rules that can be defeated by contrary evidence. An example of
such a rule is “Birds typically fly”; written formally:

$$\text{bird}(X) \Rightarrow \text{flies}(X).$$

The idea is that if we know that something is a bird, then we may conclude that it
flies, unless there is other, not inferior, evidence suggesting that it may not fly.

Defeaters are rules that cannot be used to draw any conclusions. Their only use is to
prevent some conclusions. In other words, they are used to defeat some defeasible rules
by producing evidence to the contrary. An example is “If an animal is heavy then it
might not be able to fly”. Formally:

$$\text{heavy}(X) \leadsto \neg \text{flies}(X).$$
The main point is that the information that an animal is heavy is not sufficient evidence to conclude that it doesn’t fly. It is only evidence against the conclusion that a heavy animal flies. In other words, we don’t wish to conclude \( \neg \text{flies if heavy} \), we simply want to prevent a conclusion \( \text{flies} \).

The superiori**ty relation** among rules is used to define priorities among rules, that is, where one rule may override the conclusion of another rule. For example, given the defeasible rules

\[
\begin{align*}
r : & \quad \text{bird}(X) \Rightarrow \text{flies}(X) \\
r' : & \quad \text{brokenWing}(X) \Rightarrow \neg \text{flies}(X)
\end{align*}
\]

which contradict one another, no conclusive decision can be made about whether a bird with broken wings can fly. But if we introduce a superiority relation \( > \) with \( r' > r \), with the intended meaning that \( r' \) is strictly stronger than \( r \), then we can indeed conclude that the bird cannot fly.

It is worth noting that, in defeasible logic, priorities are local in the following sense: Two rules are considered to be competing with one another only if they have complementary heads. Thus, since the superiority relation is used to resolve conflicts among competing rules, it is only used to compare rules with complementary heads; the information \( r > r' \) for rules \( r, r' \) without complementary heads may be part of the superiority relation, but has no effect on the proof theory.

### 2.2 Formal Definition

In this paper we restrict attention to essentially propositional defeasible logic. Rules with free variables are interpreted as rule schemas, that is, as the set of all ground instances; in such cases we assume that the Herbrand universe is finite. We assume that the reader is familiar with the notation and basic notions of propositional logic. If \( q \) is a literal, \( \neg q \) denotes the complementary literal (if \( q \) is a positive literal \( p \) then \( \neg q = \neg p \); and if \( q \) is \( \neg p \), then \( \neg q = p \)).

Rules are defined over a **language (or signature)** \( \Sigma \), the set of propositions (atoms) and labels that may be used in the rule.

A rule \( r : A(r) \Leftrightarrow C(r) \) consists of its unique label \( r \), its **antecedent** \( A(r) \) (\( A(r) \) may be omitted if it is the empty set) which is a finite set of literals, an arrow \( \Leftrightarrow \) (which is a placeholder for concrete arrows to be introduced in a moment), and its **head (or consequent)** \( C(r) \) which is a literal. In writing rules we omit set notation for antecedents and sometimes we omit the label when it is not relevant for the context. There are three kinds of rules, each represented by a different arrow. Strict rules use \( \rightarrow \), defeasible rules use \( \Rightarrow \), and defeaters use \( \Leftarrow \).

Given a set \( R \) of rules, we denote the set of all strict rules in \( R \) by \( R_s \), and the set of strict and defeasible rules in \( R \) by \( R_{s+d} \). \( R[q] \) denotes the set of rules in \( R \) with consequent \( q \).

A **superiority relation** on \( R \) is a relation \( > \) on \( R \). When \( r_1 > r_2 \), then \( r_1 \) is called superior to \( r_2 \), and \( r_2 \) inferior to \( r_1 \). Intuitively, \( r_1 > r_2 \) expresses that \( r_1 \) overrules \( r_2 \), should both rules be applicable. \( > \) must be acyclic (that is, its transitive closure must be irreflexive).
A defeasible theory $D$ is a triple $(F, R, >)$ where $F$ is a finite set of facts, $R$ a finite set of rules, and $>$ an acyclic superiority relation on $R$.

A defeasible theory $D$ is called decisive iff the atom dependency graph of $D$ is acyclic.

**Proposition 1.** [7] If $D$ is decisive, then for each literal $p$:

(a) either $D \vdash +\Delta q$ or $D \vdash -\Delta q$

(b) either $D \vdash -\partial q$ or $D \vdash +\partial q$.

Not every defeasible theory satisfies this property. For example, in the theory consisting of the single rule

$p \Rightarrow p$

neither $-\partial q$ nor $+\partial q$ is provable.

### 2.3 Proof Theory

A conclusion of a defeasible theory $D$ is a tagged literal. A conclusion has one of the following four forms:

- $+\Delta q$, which is intended to mean that the literal $q$ is definitely provable, using only strict rules.
- $-\Delta q$, which is intended to mean that $q$ is provably not definitely provable (finite failure).
- $+\partial q$, which is intended to mean that $q$ is defeasibly provable in $D$.  
- $-\partial q$ which is intended to mean that we have proved that $q$ is not defeasibly provable in $D$.

**Probability** is defined below. It is based on the concept of a derivation (or proof) in $D = (F, R, >)$. A derivation is a finite sequence $P = P(1), \ldots, P(n)$ of tagged literals satisfying the following conditions. The conditions are essentially inference rules phrased as conditions on proofs. $P(1.i)$ denotes the initial part of the sequence $P$ of length $i$.

- **+$\Delta$:** If $P(i + 1) = +\Delta q$ then either

  $q \in F$ or

  $\exists r \in R_\Delta[q] \forall a \in A(r) : +\Delta a \in P(1.i)$

- **$-\Delta$:** If $P(i + 1) = -\Delta q$ then

  $q \not\in F$ and

  $\forall r \in R_\Delta[q] \exists a \in A(r) : -\Delta a \in P(1.i)$

- **$+\partial$:** If $P(i + 1) = +\partial q$ then either

  (1) $+\Delta q \in P(1.i)$ or

  (2) (2.1) $\exists r \in R_{\partial}[q] \forall a \in A(r) : +\partial a \in P(1.i)$ and

  (2.2) $-\Delta \neg q \in P(1.i)$ and

  (2.3) $\forall s \in R[\neg q]$ either

    (2.3.1) $\exists a \in A(s) : -\partial a \in P(1.i)$ or

    (2.3.2) $\exists t \in R[\partial][q]$ such that

    $\forall a \in A(t) : +\partial a \in P(1.i)$ and $t > s$
Let us illustrate this definition. To show that \( q \) is provable defeasibly we have two choices: (1) We show that \( q \) is already definitely provable; or (2) we need to argue using the defeasible part of \( D \) as well. In particular, we require that there must be a strict or defeasible rule with head \( q \) which can be applied (2.1). But now we need to consider possible “counterattacks”, that is, reasoning chains in support of \( \neg q \). To be more specific: to prove \( q \) defeasibly we must show that \( \neg q \) is not definitely provable (2.2). Also (2.3) we must consider the set of all rules which are not known to be inapplicable and which have head \( \neg q \) (note that here we consider defeaters, too, whereas they could not be used to support the conclusion \( q \); this is in line with the motivation of defeaters given above). Essentially each such rule \( s \) attacks the conclusion \( q \). For \( q \) to be provable, each such rule \( s \) must be counterattacked by a rule \( t \) with head \( q \) with the following properties: (i) \( t \) must be applicable at this point, and (ii) \( t \) must be stronger than (i.e. superior to) \( s \). Thus each attack on the conclusion \( q \) must be counterattacked by a stronger rule.

\( -\partial: \) If \( P(i + 1) = -\partial q \) then

1. \( -\Delta q \in P(1..i) \) and
2. \( (2.1) \forall r \in R_{sd}[q] \exists a \in A(r) : -\partial a \in P(1..i) \) or
3. \( (2.2) +\Delta \neg q \in P(1..i) \) or
4. \( (2.3) \exists a \in R[\neg q] \) such that
   1. \( (2.3.1) \forall a \in A(s) : +\partial a \in P(1..i) \) and
   2. \( (2.3.2) \forall t \in R_{sd}[q] \) either
      \( \exists a \in A(t) : -\partial a \in P(1..i) \) or \( t \not\supset s \)

The elements of a derivation are called lines of the derivation. We say that a tagged literal \( L \) is provable in \( D = (F,R,>) \), denoted by \( D \vdash L \), iff there is a derivation in \( D \) such that \( L \) is a line of \( P \).

Defeasible logic is closely related to several non-monotonic logics [2]. In particular, the “directly skeptical” semantics of non-monotonic inheritance networks [14] can be considered an instance of inference in \( DL \) once an appropriate superiority relation, derived from the topology of the network, is fixed [6].

3 Semantics of Logic Programs

A logic program \( P \) is a finite set of program clauses. A program clause \( r \) has the form

\[ A \leftarrow B_1, \ldots, B_m, \text{not } C_1, \ldots, \text{not } C_m \]

where \( A, B_1, \ldots, B_m, C_1, \ldots, C_m \) are positive literals. A program clause with variables is considered to represent the set of its ground instances.

3.1 Stable Model Semantics

Let \( M \) be a subset of the Herbrand base. We call a ground program clause

\[ A \leftarrow B_1, \ldots, B_m, \text{not } C_1, \ldots, \text{not } C_m \]
irrelevant w.r.t. $M$ if at least one $C_i$ is included in $M$. Given a logic program $P$, we define the \textit{reduct of $P$ w.r.t. $M$}, denoted by $P^M$, to be the logic program obtained from $\text{ground}(P)$ by

1. removing all clauses that are irrelevant w.r.t. $M$, and
2. removing all premises \textit{not} $C_i$ from all remaining program clauses.

Note that the reduct $P^M$ is a definite logic program, and we are no longer faced with the problem of assigning semantics to negation, but can use the least Herbrand model instead. $M$ is a \textit{stable model} of $P$ iff $M = M_{P^M}$.

### 3.2 Kunen Semantics

Kunen semantics [15] is a 3-valued semantics for logic programs. A \textit{partial interpretation} is a mapping from ground atoms to one of the three truth values $\mathbf{t}$, $\mathbf{f}$ and $\mathbf{u}$, which denote true, false and unknown, respectively. This mapping can be extended to arbitrary formulas using Kleene's 3-valued logic.

Kleene's truth tables can be summarized as follows. If $\varphi$ is a boolean combination of atoms with truth value one of $\mathbf{t}$, $\mathbf{f}$ and $\mathbf{u}$, its truth value is $\mathbf{t}$ iff all possible ways of putting $\mathbf{t}$ or $\mathbf{f}$ for the various $u$-values lead to a value $\mathbf{t}$ being computed in ordinary (2-valued) logic; $\varphi$ gets the value $\mathbf{f}$ iff $\neg \varphi$ gets the value $\mathbf{t}$; and $\varphi$ gets the value $\mathbf{u}$ otherwise. These truth values can be extended in the obvious way to predicate logic, thinking of the quantifiers as infinite conjunctions or disjunctions.

The Kunen semantics of a program $P$ is obtained from a sequence $\{I_n\}$ of partial interpretations, defined as follows:

1. $I_0(a) = \mathbf{u}$ for every atom $a$.
2. $I_{n+1}(a) = \mathbf{t}$ iff there is a program clause
   \[ A \leftarrow B_1, \ldots, B_n, \neg C_1, \ldots, \neg C_m \]
   and a ground substitution $\sigma$ such that $a = A\sigma$ and that
   \[ I_n((B_1 \land \ldots \land B_n \land \neg C_1 \land \ldots \land \neg C_m)\sigma) = \mathbf{t}. \]
3. $I_{n+1}(a) = \mathbf{f}$ iff for all clauses
   \[ A \leftarrow B_1, \ldots, B_n, \neg C_1, \ldots, \neg C_m \]
   in the program, and all ground substitutions $\sigma$, if $a = A\sigma$ then
   \[ I_n((B_1 \land \ldots \land B_n \land \neg C_1 \land \ldots \land \neg C_m)\sigma) = \mathbf{f}. \]
4. $I_{n+1}(a) = \mathbf{u}$ if neither 2. nor 3. applies.

We shall say that the Kunen semantics of $P$ supports a formula $\varphi$, written $P \models_K \varphi$, iff there is an interpretation $I_n$, for some finite $n$, such that $I_n(\varphi) = \mathbf{t}$.

### 4 A Translation of Defeasible Theories into Logic Programs

In this section we describe a meta-program $\mathcal{M}$ in a logic programming form that expresses the essence of the defeasible reasoning embedded in defeasible logic first introduced in [16]. $\mathcal{M}$ consists of the following clauses. We first introduce the predicates defining classes of rules, namely
supportive\_rule(Name, Head, Body):-
    strict(Name, Head, Body).

supportive\_rule(Name, Head, Body):-
    defeasible(Name, Head, Body).

rule(Name, Head, Body):-
    supportive\_rule(Name, Head, Body).

rule(Name, Head, Body):-
    defeater(Name, Head, Body).

Next we introduce the clauses defining the predicates corresponding to \(+\Delta, -\Delta, +\bar{\theta}\), and \(-\bar{\theta}\). These clauses specify the structure of defeasible reasoning in defeasible logic. Arguably they convey the conceptual simplicity of defeasible logic more clearly than the proof theory.

c1  \texttt{definitely}(X);-
    \texttt{fact}(X).

c2  \texttt{definitely}(X);-
    \texttt{strict}(\bar{R}, X, [\bar{Y}_1, \ldots, \bar{Y}_n]),
    \texttt{definitely}(\bar{Y}_1), \ldots, \texttt{definitely}(\bar{Y}_n).

c3  \texttt{defeasibly}(X);-
    \texttt{definitely}(X).

c4  \texttt{defeasibly}(X);-
    \texttt{not \ definitely}(\sim X),
    \texttt{supportive\_rule}(\bar{R}, X, [\bar{Y}_1, \ldots, \bar{Y}_n]),
    \texttt{defeasibly}(\bar{Y}_1), \ldots, \texttt{defeasibly}(\bar{Y}_n),
    \texttt{not \ overruled}(\bar{R}, X).

c5  \texttt{overruled}(\bar{R}, X);-
    \texttt{rule}(S, \sim X, [U_1, \ldots, U_n]),
    \texttt{defeasibly}(U_1), \ldots, \texttt{defeasibly}(U_n),
    \texttt{not \ defeated}(S, \sim X).

c6  \texttt{defeated}(S, \sim X);-
    \texttt{sup}(T, S),
    \texttt{supportive\_rule}(T, X, [V_1, \ldots, V_n]),
    \texttt{defeasibly}(V_1), \ldots, \texttt{defeasibly}(V_n).

The first two clauses address definite provability, while the remainder address defeasible provability. The clauses specify if and how a rule can be overridden by another, and which rules can be used to defeat an overriding rule, among other aspects of the structure of defeasible reasoning in defeasible logic.

We have permitted ourselves some syntactic flexibility in presenting the meta-program. However, there is no technical difficulty in using conventional logic programming syntax to represent this program.
Finally, for a defeasible theory $D = (F, R, >)$, we add facts according to the following guidelines:

1. $\text{fact}(p)$.
2. $\text{strict}(r_i, p, [q_1, \ldots, q_n])$.
3. $\text{defeasible}(r_i, p, [q_1, \ldots, q_n])$.
4. $\text{defeater}(r_i, p, [q_1, \ldots, q_n])$.
5. $\text{sup}(r_i, r_j)$.

for each $p \in F$
for each rule $r_i : q_1, \ldots, q_n \rightarrow p \in R$
for each rule $r_i : q_1, \ldots, q_n \Rightarrow p \in R$
for each pair of rules such that $r_i > r_j$

5 Properties of the Translation

We establish relationships between $D$ and its translation $M$. To do so we must select appropriate logic program semantics to interpret not. First we consider stable model semantics.

**Theorem 1.**

(a) $D \vdash \Box \Phi(p) \Rightarrow \text{definitely}_F(p)$ is included in all stable models of $M$.
(b) $D \vdash \neg \Box \Phi(p) \Rightarrow \text{definitely}_F(p)$ is not included in any stable model of $M$.
(c) If $D$ is decisive then the implications (a) and (b) are also true in the opposite direction.

**Theorem 2.**

(a) $D \vdash \Box \Phi(p) \Rightarrow \text{defeasibly}_F(p)$ is included in all stable models of $M$.
(b) $D \vdash \neg \Box \Phi(p) \Rightarrow \text{defeasibly}_F(p)$ is not included in any stable model of $M$.
(c) If $D$ is decisive then the implications (a) and (b) are also true in the opposite direction.

That is, if $D$ is decisive, then the stable model semantics of $M$ corresponds to the provability in defeasible logic. However part (c) is not true in the general case, as the following example shows.

**Example 1.** Consider the defeasible theory

$r_1 : \Rightarrow \neg p$
$r_2 : p \Rightarrow \neg p$

In defeasible logic, $\Box \neg p$ cannot be proven because we cannot derive $\neg p$. However, $\text{defeasibly}_F(\neg p)$ is a sceptical conclusion of $M$ under stable model semantics because it is included in the only stable model of $M$.

If we wish to have an equivalence result without the condition of decisiveness, then we must use a different logic programming semantics, namely Kunen semantics.

**Theorem 3.** [16]

(a) $D \vdash \Box \Phi(p) \iff M \models_K \text{definitely}_F(p)$.
(b) $D \vdash \neg \Box \Phi(p) \iff M \models_K \neg \text{definitely}_F(p)$.
(c) $D \vdash \Box \Phi(p) \iff M \models_K \text{defeasibly}_F(p)$.
(d) $D \vdash \neg \Box \Phi(p) \iff M \models_K \neg \text{defeasibly}_F(p)$. 
6 Conclusion

We motivated and presented a translation of defeasible theories into logic programs, such that the defeasible conclusions of the former correspond exactly with the sceptical conclusions of the latter under the stable model semantics, if a condition of decisiveness is satisfied. If decisiveness is not satisfied, we have to use Kunen semantics instead. This paper closes an important gap in the theory of nonmonotonic reasoning, in that it relates defeasible logic with mainstream semantics of logic programming. This result is particularly important, since defeasible reasoning is one of the most successful nonmonotonic reasoning paradigms in applications.
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