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Abstract. We present a set of time-efficient approaches to index objects
moving on the plane to efficiently answer range queries about their future
positions. Our algorithms are based on previously described solutions as
well as on the employment of efficient data structures. Finally, an exper-
imental evaluation is included that shows the performance, scalability
and efficiency of our methods.
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1 Introduction

This paper focuses on the problem of indexing mobile objects in two dimensions
and efficiently answering range queries over the objects locations in the future.
This problem is motivated by a set of real-life applications such as intelligent
transportation systems, cellular communications, and meteorology monitoring.
There are two basic approaches used when trying to handle this problem; those
that deal with discrete and those that deal with continuous movements.

In a discrete environment the problem of dealing with a set of moving objects
can be considered to be equivalent to a sequence of database snapshots of the ob-
ject positions/extents taken at time instants t; < t2 < ..., with each time instant
denoting the moment where a change took place. From this point of view, the
indexing problems in such environments can be dealt with by suitably extend-
ing indexing techniques from the area of temporal [30] or/and spatial databases
[11]; in [2I] it is elegantly exposed how these indexing techniques can be gen-
eralized to handle efficiently queries in a discrete spatiotemporal environment.
When considering continuous movements there exists a plethora of efficient data
structures [2ITAT72223I2829133].

The common thrust behind these indexing structures lies in the idea of ab-
stracting each object’s position as a continuous function f(¢) of time and up-
dating the database whenever the function parameters change; accordingly an
object is modeled as a pair consisted of its extent at a reference time (design
parameter) and of its motion vector. One categorization of the aforementioned
structures is according to the family of the underlying access method used. In
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particular, there are approaches based either on R-trees or on Quad-trees as
explained in [2526/27]. On the other hand, these structures can be also par-
titioned into (a) those that are based on geometric duality and represent the
stored objects in the dual space [2II7I23] and (b) those that leave the original
representation intact by indexing data in their native n-d space [A22[282933].
The geometric duality transformation is a tool heavily used in the Computational
Geometry literature, which maps hyper-planes in R™ to points and vice-versa. In
this paper we present and experimentally evaluate techniques using the duality
transform that are based on previous approaches [I722] to efficiently index the
future locations of moving points on the plane.

In Section 2 we give a formal description of the problem. In Sections 3 and 4
we present our new solutions that outperform the solution presented in [I7122]
since they use more efficient indexing schemes. In particular, Section 4 presents
two alternative solutions. The first one is very easily implemented and has many
practical merits. The second one has only theoretical interest since it uses clever
but very complicated data structures, the implementation of which is very dif-
ficult and constitutes an open future problem. Section 5 presents an extended
experimental evaluation and Section 6 concludes the paper.

2 Definitions and Problem Description

We consider a database that records the position of moving objects in two di-
mensions on a finite terrain. We assume that objects move with a constant
velocity vector starting from a specific location at a specific time instant. Thus,
we can calculate the future object position, provided that its motion character-
istics remain the same. Velocities are bounded by [tmin, Umasz]. Objects update
their motion information, when their speed or direction changes. The system is
dynamic, i.e. objects may be deleted or new objects may be inserted.

Let P.(to) = [zo,Yo] be the initial position at time to of object z. If object
z starts moving at time ¢ > t¢, its position will be P,(t) = [z(t),y(t)] = [zo +
Uz (t—1t0), Yo +uy(t —to)], where U = (uz, uy) is its velocity vector. For example,
in Figure [ the lines depict the objects trajectories on the (¢,y) plane.

We would like to answer queries of the form: “Report the objects located
inside the rectangle [z, z2,] X [y1,,y2,] at the time instants between 1, and o,
(where t,00 < t1, <t3,), given the current motion information of all objects.”

3 Indexing Mobile Objects in Two Dimensions

3.1 Indexing Mobile Objects in One Dimension

The Duality Transform. The duality transform, in general, maps a hyper-
plane h from R™ to a point in R™ and vice-versa. In this subsection we briefly
describe how we can address the problem at hand in a more intuitive way, by
using the duality transform on the 1-d case.
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Fig. 1. Trajectories and query in (t,y) plane

Hough-X Transform. One duality transform for mapping the line with equa-
tion y(t) = ut+a to a point in R? is by using the dual plane, where one axis rep-
resents the slope u of an objects trajectory (i.e. velocity), whereas the other axis
represents its intercept a. Thus we get the dual point (u, a) (this is the so called
Hough-X transform [I7122]). Accordingly, the 1-d query [(y1,,¥2,), (t1,,t2,)] be-
comes a polygon in the dual space. By using a linear constraint query [12], the
query in the dual Hough-X plane is expressed as follows (see Figure [2):

Y2q

E1 hough-x

Ezhough-x

U min Umax

Fig. 2. Query in the Hough-X dual plane

Thus, the initial query [(t1,,t2,), (y1,,¥2,)] in the (t,y) plane is transformed
to the following rectangular query [(Umin, Umaz), (Y1, = t1, Umaz Y2, — t2,Umin)]
in the (u, a) plane.

Hough-Y Transform. By rewriting the equation y = ut + a ast = iy —
we can arrive to a different dual representation (the so called Hough-Y transform
in [I722]). The point in the dual plane has coordinates (b,n), where b = —¢
and n = i Coordinate b is the point where the line intersects the line y = 0 in

the primal space. By using this transform horizontal lines cannot be represented.
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Fig. 3. Query on the Hough-Y dual plane

Similarly, the Hough-X transform cannot represent vertical lines. Nevertheless,
since in our setting lines have a minimum and maximum slope (velocity is bounded
by [Umin,s Umaz)), both transforms are valid.

Similarly, the initial query [(t1,,%2,), (1,, ¥2,)] in the (£, y) plane (see Figure[])
can be transformed to the following rectangular query in the (b, n) plane:
[(t1, — Yiq yla, — Moy (] D

Umin Umax Umaz ' Umin

3.2 The Proposed Algorithm for Indexing Mobile Objects in Two
Dimensions

In [T7I22], motions with small velocities in the Hough-Y approach are mapped
into dual points (b,n) having large n coordinates (n = 1/u). Thus, since few
objects can have small velocities, by storing the Hough-Y dual points in an
index structure such as an R*-tree, MBR’s with large extents are introduced,
and the index performance is severely affected. On the other hand, by using
a Hough-X for the small velocities’ partition, this effect is eliminated, since
the Hough-X dual transform maps an object’s motion to the (u,a) dual point.
The query area in Hough-X plane is enlarged by the area E, which is easily
computed as Erough—x = (Elhough—X + E2hough—X)- By QHough—X we denote
the actual area of the simplex query. Similarly, on the dual Hough-Y plane,
QHough—y denotes the actual area of the query, and Fpougn—y denotes the
enlargement. According to these observations the solution in [I7I22] proposes

the choice of that transformation which minimizes the following criterion: ¢ =
EHough—X + EHough—Y
QHough—X QHough—Y

The procedure for building the index follows:

1. Decompose the 2-d motion into two 1-d motions on the (¢,z) and (¢,y)
planes.
2. For each projection, build the corresponding index structure.

Partition the objects according to their velocity:

— Objects with small velocity are stored using the Hough-X dual transform,
while the rest are stored using the Hough-Y dual transform.
— Motion information about the other projection is also included.
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The outline of the algorithm for answering the exact 2-d query follows:

1. Decompose the query into two 1-d queries, for the (¢, z) and (¢, y) projection.

2. For each projection get the dual - simplex query.

3. For each projection calculate the criterion ¢ and choose the one (say p) that
minimizes it.

4. Search in projection p the Hough-X or Hough-Y partition.

5. Perform a refinement or filtering step “on the fly”, by using the whole motion
information. Thus, the result set contains only the objects that satisfy the

query.

In [I722], QHough—x is computed by querying a 2-d partition tree, whereas
Q Hough—Y is computed by querying a BT-tree that indexes the b parameters of
Figure Bl Our construction instead is based: (a) on the use of the Lazy B-tree
[15] instead of the BT-tree when handling queries with the Hough-Y transform
and (b) on the employment of a new index that outperforms partition trees in
handling polygon queries with the Hough-X transform. In the next section we
present the main characteristics of our proposed structures.

4 The Access Methods

4.1 Handling Polygon Queries When Using the Hough-Y Transform

As described in [T7I22], polygon queries when using the Hough-Y transform
can be approximated by a constant number of 1-d range queries that can be
handled by a classical B-tree [9]. Our construction is based on the use of a B-
tree variant, which is called Lazy B-tree and has better dynamic performance as
well as optimal I/O complexities for both searching and update operations [I5].
An orthogonal effort towards developing another yet B-tree variant under the
same name has been proposed in [20]. The Lazy B-tree of [I5] is a simple but
non-trivial externalization of the techniques introduced in [24]. In simple words,
it is a typical case of a two-level access method as depicted in Figure [l

The Lazy B-tree operates on the external memory model of computation. The
first level consists of an ordinary B-tree, while the second one consists of buckets
of size O(log2 n), where n is approximately equal to the number of elements
stored in the access method. Each bucket consists of two list layers, L and L;
respectively, where 1 < i < O(logn), each of which has O(logn) size. The
rebalancing operations are guided by the global rebalancing lemma given in [24]
(see also [TOUT9]). In this scheme, each bucket is assigned a criticality indicating
how close this bucket is to be fused or split. Every O(log n) updates we choose
the bucket with the largest criticality and make a rebalancing operation (fusion
or split). The update of the Lazy B-tree is performed incrementally (i.e., in a
step-by-step manner) during the next O(logz n) update operations and until the
next rebalancing operation. The global rebalancing lemma ensures that the size
of the buckets will never be larger than O(log®n).
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B-tree

Fig. 4. The Lazy B-tree

Let n be approximately equal to the number of elements stored in the access
method, and B be the size of blocks in the external memory. Then:

Theorem 1. The Lazy B-Tree supports the search operation in O(logg n) worst-
case block transfers and update operations in O(1) worst-case block transfers,
provided that the update position is given.

4.2 Handling Polygon Queries When Using the Hough-X Transform

Our construction is based on an interesting geometric observation that the poly-
gon queries are a special case of the general simplex query and hence can be
handled more efficiently without resorting to partition trees.

Let us examine the polygon (4-sided) indexability of Hough-X transformation.
Our crucial observation is that the query polygon has the nice property of being
divided into orthogonal objects, i.e. orthogonal triangles or rectangles, since the
lines X = Ui, and X = U,y are parallel.

We depict schematically the three basic cases that justify the validity of our
observation.

Case I. Figure [0l depicts the first case where the polygon query has been
transformed to four range queries employing the orthogonal triangles (P; P2 Ps),
(PoP7Ps), (PyPsPs), (PsPyPr) and one range query for querying the rectangle
(P Ps P7 Ps).

Case II. The second case is depicted in the Figure[@l In this case the polygon
query has been transformed to two range queries employing the orthogonal tri-
angles (PP, Ps) and (P, P;Ps) and one range query for querying the rectangle
(PoP5sPyPs).

Case III. The third case is depicted in the Figure [l In this case the poly-
gon query has been transformed to two range queries employing the orthogonal
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P3

Fig. 5. Orthogonal triangulations: Case 1

P3

Fig. 6. Orthogonal triangulations: Case I1

triangles (P Py Ps) and (P, P3Ps) and one range query for querying the rectangle
(PP P5Pg).

The problem of handling orthogonal range search queries has been handled
in [3], where an optimal solution was presented to handle general (4-sided)
range queries in O((N/B)(log(N/B))loglogg N) disk blocks and could answer
queries in O(logg N + T/B) 1/O’s ; the structure also supports updates in
O((log s N)(10g(N/ B))/ loglog s N) 1/0’s.

Let us now consider the problem of devising an access method for handling
orthogonal triangle range queries; in this problem we have to determine all the
points from a set S of n points on the plane lying inside an orthogonal triangle.
Recall that a triangle is orthogonal if two of its edges are axis-parallel. A basic
ingredient of our construction will be a structure for handling half-plane range
queries, i.e. queries that ask for the reporting all the points in a set S of n points
in the plane that lie on a given side of a query line L.

A main memory solution presented in [6] and achieves optimal O(logn + A)
query time and linear space using the notion of duality. The above main memory
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Fig. 7. Orthogonal triangulations: Case 111

construction was extended to external memory in [I], where an access method
was presented that was the first optimal one for answering 2-d halfpspace range
queries in the worst case, based on the geometric technique called filtering search
[7]. Tt uses O(n) blocks of space and answers a query using O(loggn + A) I/0s,
where A is the answer size. We will use these methods to satisfy orthogonal
triangle range queries on points.

Let us now return to our initial problem, i.e the devise of a structure suitable
for handling orthogonal triangle range queries. Recall, a triangle is orthogonal if
two of its edges are axis-parallel. Let T" be an orthogonal triangle defined by the
point (z4,%,) and the line L, that is not axis-parallel (see Figure §)). A retrieval
query for this problem can be supported efficiently by the following 3-layered
access method.

To set up the access method, we first sort the n points according to their
z-coordinates and then store the ordered sequence in a leaf-oriented balanced
binary search tree of depth O(logn). This structure answers the query: “deter-
mine the points having z-coordinates in the range [z1, 23] by traversing the two
paths to the leaves corresponding to z1,x5”. The points stored as leaves at the
subtrees of the nodes which lie between the two paths are exactly these points in
the range [x1, 22]. For each subtree, the points stored at its leaves are organized
further to a second level structure according to their y-coordinates in the same
way. For each subtree of the second level structure, the points stored at its leaves

(x,55,)

¢ )

Fig. 8. The query triangle
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are organized further to a third level structure as in [IJ6] for half-plane range
queries. Thus, each orthogonal triangle range query is performed through the
following steps:

1. In the tree storing the pointset S according to z-coordinates, traverse the
path to z4. All the points having x-coordinate in the range [z4, 00) are stored
at the subtrees on the nodes that are right sons of a node of the search path
and do not belong to the path. There are at most O(logn) such disjoint
subtrees.

2. For every such subtree traverse the path to y,. By a similar argument as
in the previous step, at most O(logn) disjoint subtrees are located, storing
points that have y-coordinate in the range [y, ).

3. For each subtree in Step 2, apply the half-plane range query of [Il6] to
retrieve the points that lie on the side of line L, towards the triangle.

The correctness of the above algorithm follows from the structure used. In each
of the first two steps we have to visit O(logn) subtrees. If in step 3 we apply
the main memory solution of [6], then the query time becomes O(log®n + A),
whereas the required space is O(nlog®n). Otherwise, if we apply the external
memory solution of [I], then our method above requires O(log® nloggn + A)
1/0’s and O(nlog®n) disk blocks. Although the space becomes superlinear the
O(log? nlogy n+ A) worst-case I/O complexity of our method is better than the
O(y/n/B + A/B)) worst-case I/O complexity of a partition tree.

5 Experimental Evaluation

The structure presented in [I] is very complicated and thus it is not easily im-
plemented neither efficient in practice. For this reason, the solution presented
in Subsection 4.2 is interesting only from a theoretical point of view. On the
other hand, as implied by the following experiments, the solution presented in
Subsection 4.1 is very efficient in practice.

This section compares the query/update performance of our solution with
those ones that use BT-trees and TPR*-tree [33], respectively. For all exper-
iments, the disk size is set to 1 Kbyte, the key length is 8 bytes, whereas
the pointer length is 4 bytes. This means that the maximum number of en-
tries (< & > or < y >, respectively) in both Lazy B-trees and BT-trees is
1024/(8+4)=85. In the same way, the maximum number of entries (2-d rectan-
gles or < x1,yl,22,y2 > tuples) in TPR*-tree is 1024/(4*8+4)=27. We use a
small page size so that the number of nodes in an index simulates realistic sit-
uations. Similar methodology was used in [4]. We deploy spatio-temporal data
that contain insertions at a single timestamp 0. In particular, objects’ MBRs
(Maximum Bounded Rectangles) are taken from the real spatial dataset LA
(128971 MBRs) [Tiger], where each axis of the space is normalized to [0,10000].
For the TPR*-tree, each object is associated with a VBR (Velocity Bounded
Rectangle) such that (a) the object does not change spatial extents during
its movement, (b) the velocity value distribution is skewed (Zipf) towards 0
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Fig. 10. grlen = 3000, gvlen = 5, grlen = 50

in range [0,50], and (c) the velocity can be either positive or negative with
equal probability. For each dataset, all indexes have similar sizes. Specifically,
for LA, each tree has 4 levels and around 6700 leaves. Each query ¢ has three
parameters: qgrlen, qylen, and grlen, such that (a) its MBR ¢g is a square,
with length ggrlen, uniformly generated in the data space, (b) its VBR is ¢y =
—qvlen/2,qylen/2, —qylen/2,qvlen/2, and (c) its query interval is ¢p =
[0, grlen]. The query cost is measured as the average number of node accesses
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in executing a workload of 200 queries with the same parameters. Implementa-
tions were carried out in C++ including particular libraries from SECONDARY
LEDA v4.1. The main performance metric is measured in number of 1/Os.

Query Cost Comparison. We measure the performance of our technique
earlier described (two Lazy B-trees, one for each projection, plus the query pro-
cessing between the two answers), the traditional technique (two B™-trees, one
for each projection, plus the query processing between the two answers) and that
one of TPR*-tree, using the same query workload, after every 10000 updates.
The following figures show the query cost (for datasets generated from LA as
described above) as a function of the number of updates, using workloads with
different parameters. In figures concerning query costs our solution is almost the
same efficient as the solution using BT-trees ((B+)(x), (B+)(y) plus CQ). This
fact is an immediate result of the same time complexity of searching procedures
in both structures B*-tree and Lazy B-trees, respectively. In particular, we have
to index the appropriate b parameters in each projection and then to combine the
two answers by detecting and filtering all the pair permutations. Obviously, the
required number of block transfers depends on the answer’s size and is exactly
the same in both solutions for all conducted experiment.

Figure [ depicts the efficiency of our solution toward that one of TPR*-tree.
The performance of our solution degrades as the length of the query rectangle
grows from 100 to 2500. It is almost equally efficient to the solution of BT -trees.

NA vs. update num. (LA)
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Fig.11. gvlen = 10, grlen = 50, grlen = 400 (top), grlen = 2500 (bottom)
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NA vs. update num. (LA)
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In Figure[IQ the TPR*-tree outperforms the other two solutions since the length
of the query rectangle became too large (3000).

Figure [Tl depicts the efficiency of our solution towards that one of TPR*-tree
in case the velocity vector grows up. The performance of our solution degrades
as the length of the query rectangle grows from 400 to 2500. It is almost the
same efficient with the solution of B¥-trees.

Figure [[2 depicts the efficiency of our solution toward that one of TPR*-tree
in case the length of time interval extremely degrades to value 1. The perfor-
mance of our solution outperforms the TPR*-tree after 50.000 updates have been
occurred. It is almost the same efficient as the solution of BT-trees is.
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Fig. 14. Update Cost Comparison

Figure [I3] depicts the efficiency of our solution toward that one of TPRx-tree
in case the length of time interval enlarges to value 100. Apparently, the length
of the query rectangle remains in sensibly realistic levels. It is almost the same
efficient with the solution of BT-trees.

Update Cost Comparison. Figure [[4l compares the average cost (amortized
over each insertion and deletion) as a function of the number of updates. The
Lazy B-trees for the z- and y-projections (LBT(x) and LBT(y) respectively) have
nearly optimal update performance and consistently outperform the TPR*-tree
by a wide margin. They also outperform the update performance of BT-trees by
a logarithmic factor but this is not depicted clearly in Figure [[4] due to small
datasets.

For this reason we performed another experiment with gigantic synthetic data
sets of size ng € [10°,10'2]. In particular, we initially have 10 mobile objects and
during the experiment we continuously insert new till their number becomes 10*2.
For each object we considered a synthetic linear function where the velocity value
distribution is skewed (zipf) towards 30 in the range [30,50]. The velocity can
be either positive or negative with equal probability. For simplicity, all objects
are stored using the Hough-Y dual transform. This assumption is also realistic,
since in practice the number of mobile objects, which are moving with very small
velocities, is negligible.

Due to gigantic synthetic dataset we increased the page size from 1024 to 4096
bytes. Since the length of each key is 8 bytes and the length of each pointer is 4
bytes the block size now becomes 341. We have not measured the performance
of the initialization bulk-loading procedure. In particular, we have measured the
performance of update only operations.

Figure [I3] establishes the overall efficiency of our solution. It is also expected
that the block transfers for the update operations will remain constant even for
gigantic data sets. This fact is an immediate result of the time complexity of
update procedures in the Lazy B-tree.
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6

Conclusions

We presented access methods for indexing mobile objects that move on the
plane to efficiently answer range queries about their location in the future. The
performance evaluation illustrates the applicability of our first solution since the
second solution has only theoretical interest. Our future plan is to simplify the
second complicated solution to be more implementable and as a consequence
more applicable in practice.
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