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Abstract—In this study, we investigate the problem of network completion by considering the similarities between the node attributes. Given a sample of observed nodes with their incident edges, how can we efficiently reconstruct the network by completing the missing edges of unobserved nodes? Apart from the missing edges, in real settings the node attributes may be partially missing, as well as they may introduce noise when completing the network. We propose a network completion method based on joint clustering and similarity learning. The proposed approach differs from competitive strategies, which consider attribute-based similarities at the node-level. First we generate clusters based on the node attributes, thus reducing the noise and the sparsity in the case that the attributes may be missing. We design a joint objective function to jointly factorize the adjacency matrix of the observed edges with the cluster-based similarities of the node attributes, while at the same time the clusters are adapted, accordingly. In addition, we propose an optimization algorithm to solve the network completion problem via alternating minimization. Our experiments on two real world social networks from Facebook and Google+ show that the proposed approach achieves high completion accuracy, compared to other state-of-the-art methods.

Index Terms—Network completion, joint matrix factorization, clustering nodes with attributes.

I. INTRODUCTION

With the advent of social networks, such as Twitter, Facebook, Myspace and so on, researchers have focused on how to collect reliable large scale network data for analyzing the user behavior [1]. The main problem is that often the collected network data is incomplete with missing nodes and edges [2]. Given that only a part of the network can be observed, the question is how can we complete the unobserved part of the network. This issue is also known as the network completion problem [1], [3], where the goal is to reconstruct the entire underlying network topology given partially observed nodes with their edges. The network completion problem has several real world applications; for example, given a subset of observed nodes/users how can we infer the relationships of unobserved ones, so as to improve advertising techniques in social networks, accounting for the fact that social friends have similar taste [4].

Given a sample of observed nodes, several network completion methods have been introduced, which infer the missing relationships/edges, like in the studies reported in [1], [3], [5]. However, these network completion strategies ignore the fact that nodes may also have a set of attributes; for example in a real world social network users interact with each other, thus forming relationships, while at the same time the profile of a user may be available, including its set of attributes, such as age, gender, hometown, occupation, and so on.

Provided that users with similar personal attributes tend to form relationships, the node attributes play an important role when completing the network [6]. Recently, a few approaches have been introduced to complete networks with attributes based on different strategies [4], [7]. For example, in the method presented in [4] a weighted sum is computed by aggregating the edges’ weights of observed nodes and the node attributes of both the observed and unobserved nodes. The method in [7], first factorizes only the sampled network of the observed nodes and then exploits the similarities of the node attributes to complete the network. Nonetheless, in real settings, the node attributes may contain noise and/or be partially missing as well [8]. Therefore, a pressing challenge resides on how to complete a network with missing edges and node attributes, by also taking into account that the similarities between the node attributes may degrade the completion accuracy, as they may contain noise.

In this paper, we propose a network completion method, by performing Joint node Clustering and Similarity Learning, namely JCSL. Instead of calculating pairwise attribute-based similarities between the nodes, in our approach we compute the similarities based on the node attributes at a cluster-level, thus handling the issue that the node attributes may be partially missing, as well as reducing the noise that attributes may introduce. To achieve this, we formulate a joint objective function to co-factorize the adjacency matrix of the observed nodes with the cluster-based similarities, while adapting the clusters, accordingly. Furthermore, we present an efficient optimization algorithm based on alternating minimization to complete the network. In our experiments with two real world social networks, we show that the proposed approach significantly outperforms competitive network completion strategies.

II. RELATED WORK

Network Completion. Network completion methods observe a partial sample of the network, and based on that sample, infer what the rest of the network looks like, trying to complete the missing nodes or edges. Hanneke and Xing
[5] present a learning method from a set of observed nodes and compute confidence bounds on the number of differences between the learned and the true topologies, as well as they introduce a variant of the network completion problem based on a stochastic block model. Kim and Leskovec [1] combine the Expectation Maximization algorithm with Kronecker graphs model and design a Gibbs sampling approach to estimate the model parameters as well as the inference about the missing nodes and edges of the network. The study in [3] embeds the nodes, which should be clustered, in a graph structure representing the affinity between each pair of nodes based on the structure of the network. However, these methods do not consider the node attributes, when completing the network. Sina et al. [4] extend the network completion method of [3], where they introduce two algorithms to combine the node attributes with the graph structure in different ways. In the first algorithm, a weighted sum is calculated between the network structures of the observed nodes and the node attributes; while in their second algorithm, the node attributes are aggregated into a unified network and then a weighted sum is used within the unified network to compute the affinities. Masrour et al. [7] generate a subnetwork based on the observed nodes with their edges, and then perform matrix completion/factorization on the adjacency matrix of the subnetwork. The factorized matrix is combined with the similarity information of the node attributes to transduct the knowledge to the unobserved nodes, thus completing the entire network. However, all the aforementioned network completion strategies that consider the information of the node attributes ignore the fact that node attributes may be noisy or partially missing.

Clustering Nodes with Attributes. Representative approaches of clustering nodes with attributes are roughly divided into two main categories: distance-based [9], [10] and model-based [11], [12]. For example, [10] is a distance-based clustering method for nodes with attributes, which computes a unified distance measure to capture both the structural and attribute similarities of the nodes. Meanwhile, model-based methods enforce the intra-cluster similarity by modelling the attribute values and the edges of nodes in a cluster by various distributions. For instance, the study in [13] uses Bayesian inference, considering that the nodes in the same cluster should follow a common multinomial distribution for each of their attributes and a common Bernoulli distribution for their connections. In addition, methods for clustering graphs with attributes identify clusters either in the full space of the network [11], [10], [13] or in multiple sub-spaces [6], [14]. However, the above methods focus on partitioning the network into clusters and not on the network completion problem.

Joint/Collective Matrix Factorization. In several applications with multiple relations, represented as multiple matrices, the matrix completion/factorization accuracy may be improved by exploiting information from one relation, while predicting the other. Such factorization techniques are applicable on condition that the multiple matrices share at least one dimension, for example, the user or node dimension. The co-factorization of multiple matrices is called joint or collective matrix factorization, having a variety of real world applications, such as multi-view clustering [15], link prediction [16], and recommendation with side information e.g., user profiles or item attributes [17], [18]. Nonetheless, these joint matrix factorization techniques do not consider the network completion problem with node attributes.

III. Problem Formulation

In our problem, we assume that the network has a set of \( N \) nodes, which is composed of subsets of observed \( N_o \) and unobserved \( N_u \) nodes, with \( N_o \cup N_u \equiv N \). Let \( A \in \mathbb{R}^{n \times n} \) be the incomplete adjacency matrix, where \( n = |N| \) is the number of nodes and \( |A|_{i,j} \) is set to 1, if the edge between two observed nodes \( i \) and \( j \) does exist, with \( i, j \in N_o \). For the unobserved nodes \( A|_{i,j} \) is set to 0, if \( i, j \in N_u \). This means that we only consider the observed nodes with their edges, while the rest of edges that are incident on all the unobserved nodes in \( N_u \) have to be completed. In addition, we assume that a node (both observed and unobserved) might have \( x \) attributes, that are either categorical e.g., gender, country and so on, or numerical e.g., age. In our setting, except for the missing edges of unobserved nodes, a subset of attributes might be missing as well, reflecting on the real world scenario.

First, for each pair of nodes we compute \( x \) similarities based on the \( x \) attributes. In the case of a categorical attribute, we set the similarity equal to 1, if two nodes have the same attribute and 0 otherwise; while for a numerical attribute we normalize the similarities in \([0, 1] \). Then, we aggregate the \( x \) similarities into a unified attribute-based similarity matrix \( S \in \mathbb{R}^{n \times n} \).

Following the notation of matrix factorization techniques [19], we assume that the complete adjacency matrix \( \tilde{A} \in \mathbb{R}^{n \times n} \) can be derived by factorizing the incomplete adjacency matrix \( A \), trying to minimize the following \( d \) low rank approximation error \( ||A-\tilde{A}||_F^2 \), where \( d \) is the number of latent factors and \( ||.||_F \) denotes the Frobenius norm. However, in the network completion problem we have an entire column or row of \( A \) filled with zeros for the unobserved nodes in \( N_u \), as we do not consider any edge for these nodes. This problem can significantly degrade the completion accuracy of matrix factorization techniques [17]. Our problem is formally defined as follows:

**Definition (Problem).** “The goal of the proposed approach is to compute \( \tilde{A} \) with the missing edges of the unobserved nodes, by co-factorizing the incomplete adjacency matrix \( A \) with the side information of the attribute-based similarity matrix \( S \).”

IV. Proposed Approach

A. Joint Objective Function

Given the attribute-based similarity matrix \( S \) (Section III), first we have to define the objective function for performing node clustering, that is, to calculate the cluster assignment matrix \( C \in \mathbb{R}^{k \times n} \), where \( k \) is the number of clusters. According to the Laplacian following the method of [20], the clustering problem is equivalent to the following minimization problem: 

$$
\min_{C} Tr[CLCT]
$$

(1)
where $T_{r}$ is the trace operator. Matrix $L \in \mathbb{R}^{n \times n}$ is the Laplacian of $S$, which is computed as follows: $L = D - S$, where $D \in \mathbb{R}^{n \times n}$ is a diagonal matrix (degree matrix), whose entries are calculated as $D_{ii} = \sum_{j} S_{ij}$. The term $T_{r}[CLC^{T}]$ is the matrix form of $\sum_{i} S_{ij}||c_{i} - c_{j}||^{2}$, which expresses if two nodes are similar based on $S$, then they should be assigned to the same clusters $c_{i}$ and $c_{j}$.

In our approach, we consider the factorization of matrices $A$ and $C$, resulting in the complete adjacency matrix $A$ and the cluster-level similarity matrix $C$ of the node attributes, respectively. Given $d$ latent factors, in total we have to minimize the following two individual $d$ low-rank approximation errors:

$$
||A - U_{A}V_{A}||_{F}^{2}
$$

$$
||C - U_{C}V_{C}||_{F}^{2}
$$

where $U_{A} \in \mathbb{R}^{n \times d}$ and $U_{C} \in \mathbb{R}^{d \times n}$ are the basis matrices; $V_{A} \in \mathbb{R}^{d \times n}$ and $V_{C} \in \mathbb{R}^{d \times n}$ are the coefficient matrices based on matrices $A$ and $C$ respectively [19]; with $A = U_{A}V_{A}$ and $C = U_{C}V_{C}$. In order to perform joint matrix factorization, we force the coefficient matrices $V_{A}$ and $V_{C}$ to a consensus matrix $V^{*} \in \mathbb{R}^{d \times n}$ [15], which results in the following minimization problem:

$$
\min_{U_{A}V_{A}, U_{C}V_{C}, V^{*}} \frac{1}{2} ||A - U_{A}V_{A}||_{F}^{2} + \frac{1}{2} ||C - U_{C}V_{C}||_{F}^{2} + \lambda(||V_{A} - V^{*}||_{F}^{2} + ||V_{C} - V^{*}||_{F}^{2})
$$

with $U_{A}V_{A}, U_{C}V_{C}, V^{*} \geq 0$. The third term of (4) denotes the disagreement measurements between $V_{A} - V^{*}$ and $V_{C} - V^{*}$; where $V_{A}, V_{C}$ and $V^{*}$ are comparable, as they are $(d \times n)$ matrices. Parameter $\lambda > 0$ controls the impact of the disagreement measurements on (4), which can be interpreted as follows, high $\lambda$ values influence more the approximation errors, thus forcing more the coefficient matrices $V_{A}$ and $V_{C}$ to the consensus matrix $V^{*}$.

To jointly compute the clustering matrix $C$ of (1) when minimizing (4), we define the following joint objective function:

$$
\min_{U_{A}V_{A}, U_{C}V_{C}, V^{*}} \mathcal{F} = ||A - U_{A}V_{A}||_{F}^{2} + ||C - U_{C}V_{C}||_{F}^{2} + \alpha Tr[CCLC^{T}]
$$

where parameter $\alpha > 0$ controls the influence of the clustering error on the joint objective function in (5).

**B. Alternating Minimization**

As the joint objective function $\mathcal{F}(U_{A}, V_{A}, U_{C}, V_{C}, V^{*}, C)$ in (5) is not convex with respect to the six variables/matrices, we propose an alternating minimization algorithm, where we update one variable, while keeping the remaining five fixed. The cluster assignment matrix $C$ is initialized by performing power iteration [21], using the attribute-based similarities in $S$; while $U_{A}V_{A}$, $U_{C}$ and $V_{C}$ are initialized by random matrices, with $U_{A}, V_{A}, U_{C}, V_{C} \geq 0$. The consensus matrix $V^{*}$ is initialized by averaging the two coefficient matrices $V_{A}$ and $V_{C}$. Next, we present the updating steps for each matrix-variable.

**Step 1**, fix $V_{A}, U_{C}, V_{C}, V^{*}, C$ and update $U_{A}$. By considering the optimality condition $\frac{\partial \mathcal{F}}{\partial U_{A}} = 0$, we have to calculate the partial derivative of $\mathcal{F}$ with respect to $U_{A}$. The partial derivative of $\mathcal{F}$ with respect to $U_{A}$ is equal to:

$$
\frac{\partial \mathcal{F}}{\partial U_{A}} = -2AV_{A}^{T} + 2U_{A}V_{A}V_{A}^{T}
$$

By setting the partial derivative equal to zero and solving with respect to $U_{A}$, we have the following updating rule for $U_{A}$:

$$
U_{A} = AV_{A}^{T}(V_{A}V_{A}^{T})^{-1}
$$

where matrix $(V_{A}V_{A}^{T})$ is positive definite, thus invertible. To speed up the computation in each step, we use the Cholesky decomposition to approximate the inverse of a matrix [22].

**Step 2**, fix $U_{A}, V_{A}, U_{C}, V_{C}, V^{*}, C$ and update $V_{A}$. Similarly, the partial derivative of $\mathcal{F}$ with respect to $V_{A}$ equals:

$$
\frac{\partial \mathcal{F}}{\partial V_{A}} = 2U_{A}V_{A}^{T} + 2U_{A}AV_{A} + 2\lambda V_{A} - 2\lambda V^{*}
$$

Provided that $(U_{A}^{T}U_{A} + \lambda I)$ is positive definite, we set $\frac{\partial \mathcal{F}}{\partial V_{A}} = 0$, resulting in the following updating rule for $V_{A}$:

$$
V_{A} = (U_{A}^{T}U_{A} + \lambda I)^{-1}(U_{A}^{T}A + \lambda V^{*})
$$

**Step 3**, fix $U_{A}, V_{A}, U_{C}, V_{C}, V^{*}, C$ and update $U_{C}$. Given the partial derivative of $\mathcal{F}$ with respect to $U_{C}$

$$
\frac{\partial \mathcal{F}}{\partial U_{C}} = -2CV_{C}^{T} + 2U_{C}V_{C}^{T}
$$

we have the following updating rule for $U_{C}$:

$$
U_{C} = CV_{C}^{T}(V_{C}V_{C}^{T})^{-1}
$$

where $(V_{C}V_{C}^{T})$ is positive definite.

**Step 4**, fix $U_{A}, V_{A}, U_{C}, V_{C}, V^{*}, C$ and update $V_{C}$. The partial derivative of $\mathcal{F}$ with respect to $V_{C}$ is equal to:

$$
\frac{\partial \mathcal{F}}{\partial V_{C}} = 2U_{A}V_{A}C + 2U_{A}V_{A} + 2\lambda V_{C} - 2\lambda V^{*}
$$

Given that $(U_{C}^{T}U_{C} + \lambda I)$ is a positive definite matrix, the updating rule for $V_{C}$ is:

$$
V_{C} = (U_{C}^{T}U_{C} + \lambda I)^{-1}(U_{C}^{T}C + \lambda V^{*})
$$

**Step 5**, fix $U_{A}, V_{A}, U_{C}, V_{C}, V^{*}$ and update $V^{*}$. The partial derivative of $\mathcal{F}$ with respect to $V^{*}$ is calculated as follows:

$$
\frac{\partial \mathcal{F}}{\partial V^{*}} = -2\lambda V_{A} - 2\lambda V_{C} + 4\lambda V^{*}
$$

Then, the updating rule for the consensus matrix $V^{*}$ is:

$$
V^{*} = \frac{1}{2}(V_{A} + V_{C})
$$

**Step 6**, fix $U_{A}, V_{A}, U_{C}, V_{C}, V^{*}$ and update $C$. By taking the partial derivative of $\mathcal{F}$ with respect to $C$, we have

$$
\frac{\partial \mathcal{F}}{\partial C} = 2C - 2U_{C}V_{C} + 2\lambda C
$$
By setting the partial derivative equal to zero, the updating rule for the cluster assignment matrix \( C \) is computed as follows:

\[
C = (I + \alpha L)^{-1} U_C V_C \tag{17}
\]

with \((I + \alpha L)\) being a positive definite matrix. In this step, the clustering assignment matrix is recalculated based on the values that matrices \( U_C \) and \( V_C \) have acquired at steps 3 and 4, thus adapting the clusters over the iterations, accordingly.

Finally, after the alternating minimization has finished, the complete adjacency matrix is computed by setting \( \bar{A} = U_A V_A \).

V. EXPERIMENTS

A. Evaluation Setup

Datasets. In our experiments, we use two publicly available social networks from the Stanford Network Analysis Project\(^1\) (SNAP), the social networks of Facebook and Gplus. The Facebook dataset consists of 10 ego-networks, having in total 4,039 users, 88,234 social relationships, and 26 attributes of user profiles, such as hometowns, birthdays, colleagues, political affiliations, and so on. The Gplus dataset, crawled from Google+, consists of 133 ego-networks, with 106,674 users, 13,673,453 edges, and 6 attributes, that is, gender, last name, job titles, institutions, universities and places lived. In both datasets, each attribute is represented as a feature vector in \( \{0,1\} \), and the set of attributes is represented by concatenating the respective feature vectors. More details for the evaluation networks and how the feature vectors have been generated can be found at [23].

Evaluation Protocol. To evaluate the network completion accuracy, we randomly select a percentage of edges \( <i,j> \) as a test set \( M \), while the remaining edges form the incomplete adjacency matrix to train the network completion method. We evaluate the performance in terms of Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE), which are formally defined as follows [1], [7]:

\[
\text{MAE} = \frac{\sum_{<i,j> \in M} |A_{i,j} - \bar{A}_{i,j}|}{|M|}
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{<i,j> \in M} (A_{i,j} - \bar{A}_{i,j})^2}{|M|}}
\]

We repeated our experiments ten times and we averaged our results over the ten trials.

Compared Methods.

- **NMF** [19]: is a baseline Non-negative Matrix Factorization method, which does not consider the side information of the node attributes.
- **CMF** [17]: is a state-of-the-art Collective Matrix Factorization technique, which uses a learning strategy to complete the network by co-factorizing the incomplete adjacency matrix with the attribute-based similarity matrix.
- **MCDT** [7]: is a Matrix Completion with Decoupled Transduction strategy, which completes the sub-matrix of the observed nodes and then utilizes the attribute-based similarities to complete the missing edges of the unobserved nodes.
- **JSL**: is a variant of the proposed approach, which performs Joint Similarity Learning, without computing the cluster-based similarities. JSL uses directly the attribute-based similarity matrix \( S \), when performing joint factorization. Given the approximation error \( ||S - U_S V_S||_F^2 \) to factorize the attribute-based similarity matrix \( S \), JSL tries to minimize the following objective function:

\[
F = ||A - U_A V_A||_F^2 + ||S - U_S V_S||_F^2 + \lambda(||V_A - V'||_F^2 + ||V_S - V'||_F^2) \tag{18}
\]

The optimization algorithm is similar to the alternating minimization of Section IV-B.
- **JCSL**: is the proposed network completion method, which performs Joint node Clustering and Similarity Learning.

B. Impact of Observed Nodes

To evaluate the impact of the missing edges on the performance of the examined methods, we randomly select a percentage of observed nodes, and consider their edges as training set; while the remaining edges of unobserved nodes are considered as test set, that is, the missing edges that have to be completed [7]. In the first set of experiments, we assume that the node attributes information is available for all nodes, both for the observed and unobserved ones. Table I shows the effect on MAE and RMSE by varying the percentage of observed nodes in 25, 50 and 75% for Facebook and Gplus, respectively. We observe that when the percentage of observed nodes increases, all methods achieve lower completion error metrics, in terms of MAE and RMSE. The baseline NMF method has poor performance, compared to the rest approaches. This happens because NMF ignores the side information of node attributes, thus having rows and columns with only zeros when factorizing the incomplete adjacency matrix; which as a consequence results in a high completion error. Meanwhile, CMF and JSL achieve comparable performance, by following different joint/collective factorization strategies, when co-factorizing the incomplete adjacency matrix with the attribute-based similarity matrix. The competitive MCDT method achieves a relatively low completion error, by following a different strategy, where it first factorizes the submatrix of the observed network and then exploits the similarity information of the node attributes to complete the network. For all the different percentages of observed nodes, the proposed JSCL method is superior over the competitive strategies. To verify this, we ran the paired t-test and found that the differences are statistically significant for \( p < 0.05 \). Compared with the state-of-the-art methods, JCSL exploits the side information of the node similarities at a cluster-level, by co-factorizing the incomplete

\(^1\)http://snap.stanford.edu/data/
adjacency matrix with the attribute-based generated clusters, thus achieving a low completion error in both datasets.

<table>
<thead>
<tr>
<th>Facebook metric observed nodes (%)</th>
<th>NMF</th>
<th>CMF</th>
<th>MCDT</th>
<th>JSL</th>
<th>JCSL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.622</td>
<td>0.372</td>
<td>0.333</td>
<td>0.358</td>
<td>0.274*</td>
</tr>
<tr>
<td>50</td>
<td>0.494</td>
<td>0.334</td>
<td>0.215</td>
<td>0.242</td>
<td>0.176*</td>
</tr>
<tr>
<td>75</td>
<td>0.465</td>
<td>0.231</td>
<td>0.149</td>
<td>0.188</td>
<td>0.104*</td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.881</td>
<td>0.576</td>
<td>0.524</td>
<td>0.550</td>
<td>0.477*</td>
</tr>
<tr>
<td>50</td>
<td>0.627</td>
<td>0.488</td>
<td>0.340</td>
<td>0.434</td>
<td>0.256*</td>
</tr>
<tr>
<td>75</td>
<td>0.536</td>
<td>0.394</td>
<td>0.237</td>
<td>0.291</td>
<td>0.164*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gplus metric observed nodes (%)</th>
<th>NMF</th>
<th>CMF</th>
<th>MCDT</th>
<th>JSL</th>
<th>JCSL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.874</td>
<td>0.807</td>
<td>0.484</td>
<td>0.653</td>
<td>0.448*</td>
</tr>
<tr>
<td>50</td>
<td>0.786</td>
<td>0.734</td>
<td>0.344</td>
<td>0.527</td>
<td>0.296*</td>
</tr>
<tr>
<td>75</td>
<td>0.615</td>
<td>0.522</td>
<td>0.216</td>
<td>0.345</td>
<td>0.176*</td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.803</td>
<td>0.634</td>
<td>0.529</td>
<td>0.566</td>
<td>0.448*</td>
</tr>
<tr>
<td>75</td>
<td>0.641</td>
<td>0.466</td>
<td>0.347</td>
<td>0.37</td>
<td>0.239*</td>
</tr>
</tbody>
</table>

C. Impact of Missing Node Attributes

In the next set of experiments, we evaluate the performance of the examined network completion methods by varying the percentage of the missing node attributes. We randomly sampled and removed a subset of attributes from both the observed and unobserved nodes. In this set of experiments, we fix the percentage of observed nodes to 50% and we vary the the percentage of the missing node attributes from 0 to 50%, by a step of 10%. Figure 2 shows the effect on MAE and RMSE for the evaluation datasets. The baseline NMF method is not affected when varying the missing node attributes, as it does not exploit the auxiliary similarity information. We observe that the performance of all methods significantly degrades, having higher completion errors when the percentage of missing node attributes increases. For example, in the case of 50% missing node attributes, CMF and JSL have similarly low performance as the baseline NMF method. This occurs because both CMF and JSL co-factorize the incomplete adjacency matrix with the attributed-based similarity matrix, which is extremely sparse in the case of 50% missing node attributes, and as a consequence the co-factorization with the incomplete adjacency matrix cannot perform well in the completion task. Similarly, MCDT is negatively affected when increasing the percentage of missing node attributes, as in its second step it exploits directly the attribute-based similarity matrix to complete the missing edges. The proposed JCSL method keeps the completion error relatively low, even in the case of a large percentage of missing node attributes. This happens because JCSL co-factorizes the adjacency matrix of the incomplete edges with the attribute-based clusters, thus becoming less sensitive when more node attributes are missing, compared to the other approaches.

D. Parameter Analysis

In Figure 2, we evaluate the influence of the parameters \( \lambda \) and \( \alpha \) of the joint objective function in (5), by fixing the number of latent factors \( d \) to 10, and the percentages of observed nodes and missing node attributes to 50% and 20%, respectively. Figures 2(a)-(b) present the experimental results by varying the parameter \( \lambda \) for Facebook and Gplus, respectively. We observe that the lowest completion error is achieved when \( \lambda \) is equal to 1e-0 and 1e-2 for Facebook and Gplus, accordingly, which means a more conservative selection of \( \lambda \) is required for the larger dataset of Gplus. In both evaluation datasets, the completion error is significantly increased for larger values of \( \lambda \). This can be explained as follows, parameter \( \lambda \) controls the impact of the approximation errors between the coefficient matrices \( V_A \) and \( V_C \), and the consensus matrix \( V^* \) when minimizing (5) via the proposed alternating minimization algorithm. This means that high \( \lambda \) values influence more the respective approximation errors, thus forcing more the coefficient matrices \( V_A \) and \( V_C \) to the consensus matrix \( V^* \). Similarly, Figures 2(c)-(d) show the influence of \( \alpha \) for the Facebook and Gplus datasets, respectively, where \( \alpha \) controls the impact of the clustering reconstruction error on (5). The values of \( \alpha \) that achieve the lowest RMSE are 1-e01 and 1-e02 for Facebook and Gplus, respectively, with larger values of \( \alpha \) denoting more influence of the clustering error on the joint objective function.

E. Convergence Analysis

Let \( F^{(t)} \) and \( F^{(t+1)} \) denote the value of \( F \) after \( t \) and \( t+1 \) iterations are finished in the alternating optimization algorithm. At the end of each \( t+1 \) iteration, we compute the normalized difference between iterations \( t \) and \( t+1 \) as follows: \( |F^{(t)} - F^{(t+1)}|/F^{(t)} \). Figure 3 shows the normalized differences of the joint objective function in (5) for 200 iterations over the ten trials. We observe that the algorithm converges after 40 and...
In this paper, we presented an efficient network completion strategy based on joint node clustering and similarity learning, namely JCSL. Different from related studies, the proposed approach first computes the attribute-based similarities at the node-level, based on which the clustering assignment matrix is initialized. Then, the proposed JCSL method formulates a joint objective function to adapt the clustering solution, while at the same time performs joint matrix factorization of the incomplete adjacency matrix with the cluster-based similarities. Finally, we presented an optimization algorithm via alternating minimization with convergence guarantees to complete the network. Our experiments on two benchmark datasets confirmed the superiority of the proposed JCSL method over other state-of-the-art methods, by preserving a low completion error in all settings, achieving a relative improvement of 20% approximately, compared to the second best method. An interesting direction of future work is to extend the proposed approach to perform clustering in partially co-aligned social networks, that is, to generate clusters in multiple networks that have a subset of common (anchor) nodes [24].
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