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ABSTRACT
Recent developments in the area of neural networks provided new
models which are capable of processing general types of graph
structures. Neural networks are well-known for their generaliza-
tion capabilities. This paper explores the idea of applying a novel
neural network model to a web graph to compute an adaptive rank-
ing of pages. Some early experimental results indicate that the new
neural network models generalize exceptionally well when trained
on a relatively small number of pages.

Categories and Subject Descriptors:E.1 Data Structures: Graphs
and networks. H.3.3.b Information Search and Retrieval: Informa-
tion Filtering. I.2.6 Learning: Connectionism and Neural Nets.

General Terms: Algorithm, Experimentation

Keywords: Adaptive Page Rank, Neural Networks, Graph Pro-
cessing

1. INTRODUCTION
The hyperlink information of the world wide web is often exploited
for ranking purposes. Ranking algorithms are used by search en-
gines to sort URLs according to their relevance to user queries. The
most common approach is PageRank [1]. It considers a link from
pagep to pageq as an endorsement of the quality of pageq. For-
mally the PageRank(PRn) of a pagen is defined as:

PRn = d
X

u∈pa[n]

PRu

hu
+ (1− d) , (1)

wherepa[n] is the set of parents of pagen, hu is the outdegree of
pageu, andd ∈ [0, 1] is a damping factor [1].

This approach is global in the sense that all pages in the web are
treated equally. However, from a user’s point of view, the ranking
may not be optimal. For example, when one is searching for “Ama-
zon”, one might expect to see the results of “Amazon” the online
bookstore, “Amazon” the river in South America or the name of a
local theme park. A user may be more interested in pages on the
local theme park than the online bookstore, or geography, however,
pages on the local theme park may be ranked much lower than those
concerning the online bookstore, or geography using Equation 1.

Much work was performed on how to modify the PageRank
method [1] to reflect the interests of the user. This is sometimes
referred to as “adaptive ranking” of web pages. Existing methods
may be classified as:(A) Bias PageRank with a constraint vector
(e.g. [5]),(B) Use web logs or past users behaviors (e.g. [2]),(C)
Cluster users into different demographic group with precomputed
biased PageRank (e.g. [3]).
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Little work has been done on employing neural network models
for adaptive page ranks. This is mainly due to a lack of established
neural network models capable of graph processing.

Recent developments saw the introduction of a new class of neu-
ral network models, calledGraph Neural Networks(GNN), which
is capable of processing general types of graphs [4]. GNNs can
be used for classification of web pages. In fact, the web can be
represented as a graph where nodes embody pages and arcs denote
hyperlinks. Nodes may have numeric labels which contain an en-
coding of the page content. For example, we used as a node label
the classification of a page using the Bayes classifier. The func-
tion implemented by a GNN is learned from a set of positive and
negative examples.

In this paper, we present a specialized version of GNN which is
particularly suited for web page ranking problems. A GNN attaches
to each pagen a vectorxn ∈ IRs, called thestate, which collects a
representation of the page. The statexn is defined as the solution
of a system of equations:

xn =
X

u∈pa[n]

An,uxu + bn (2)

wherepa[n] is the set of parents ofn. For each pagen, the rank
rn ∈ IR is defined using the solutionxn of Equation 2:

rn = cT
nxn (3)

The superscriptT denotes the transpose of a vector. Here, the vec-
torscn ∈ IRs, bn ∈ IRs and the matrixAn,u ∈ IRs×s are parameters
defined by the outputs of three respective multilayered feedforward
neural networks. Those networks compute the parameters using
the labels, i.e. the page content. For example,bn = ρ(ln) whereρ
is the function implemented by a multilayered feedforward neural
network andln the label of pagen.

Note that Equations (2) and (3) implicitly assume that the rank of
pagen depends on its content and on the pages that have a hyper-
link pointing ton. Such an assumption is similar to the one adopted
in Google’s PageRank [1], with the difference that PageRank con-
siders only the web connectivity and not their page contents. The
rank defined by Equations (2) and (3) can be considered as a pa-
rameterized version of PageRank. The parameters may be obtained
by the minimization of an error function which represents a set of
desired constraints. The constraints may be in the form ofrn = tn

(rank of pagen should betn, wheretn is a given value) or in the
form rn ≥ ru (pagen should have a higher rank than pageu) and
should be produced by an interface that captures the desires of a
search engine administrator.

2. EXPERIMENT RESULTS
We evaluated the GNN model on the WT10G dataset distributed

by CSIRO, Australia. This dataset is a snapshot of a portion of
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Figure 1: Results of GNN trained on second set of experiments

the World Wide Web which pays special attention to the connec-
tivity between the web pages. There are 1,692,096 pages in this
dataset. In the experiments, we select a subgraphG of WT10G as
the training set. This training set1 consists of both positive and
negative examples; positive examples are a small number of pages
which have been manually labelled as belonging to certain topic of
interest to the user, e.g., “Sports”, “Surgery”; while the negative
examples are randomly selected from other topics which are un-
related to the topic of interest. The test dataset in all experiments
conducted consists of the entire WT10G dataset. In all the experi-
ments GNN is trained with 5 hidden neurons, 1 neuron for the state
and 1 output neuron.

2.1 Hard Target Experiments
In the first set of experiments, we use the PageRank [1] to gener-

ate the targets. The aim here is to double the rank of pages associ-
ated with “Sports” on the entire WT10G dataset, while leaving the
other pages unrelated to “Sports” close to their PageRanks. In this
case, we chose 20 pages on the topic “Sports”, assigned their ranks
as2 × PR, wherePR is the PageRank as computed using Equa-
tion (1). We chose an additional 3980 pages randomly from pages
which are unrelated to “Sports” to make up the training dataset. It
is observed from Table 1 that the GNN generalizes very well from
the small training dataset to the entire WT10G dataset.

Experiment 1Experiment 2Experiment 3
on target 99.30% 99.58% 99.94%

Table 1: A node is considered on target with±5% error from
the target value. All 3 experiments are conducted on the same
topic “Sports”, but with different selection of pages in the train-
ing dataset, while keeping other training parameters constant.

The second set of experiments were conducted with the aim of
imposing the constraints that pages related to either “Sports” or
“Surgery” must double their respective PageRank values, while
pages related to both topics “Sports” and “Surgery” as well as all
other pages unrelated to either of these topics have their rank values
the same as those provided by Equation (1).

The results are shown in Figure 1. Experiments 1 and 3 appear
to have larger errors than Experiment 2. However, results of Exper-
iment 1 and 3 need to be interpreted cautiously. A deeper analysis
has shown that the pages with the largest errors are those having
the smallest ranks. In fact, those pages have a smaller effect on the

1The experiments shown use just4000 pages as a training set.

error function and are not important becuase they usually are not
returned on user queries.

2.2 Soft Target Experiments
In this experiment, our aim is to increase the rank of all pages in

WT10G dataset related to the topic “Sports” relative to those pages
related to “Surgery”. In other words, we do not specify quantita-
tively by how much pages on “Sports” must be relative to those on
the topic “Surgery”. The results are shown in Figure 2.

Figure 2: The result of original and current position of page
using soft target constraints.

These experiments show that GNN can be used to bias PageRank
in favor of the topic of interest. A sportsman who search for “pain
killer” would obtain the results of medication for sports rather then
medication for surgery.

It is observed from the right hand graph of Figure 2 that GNN
may produce alternative solutions. Instead of raising the rank of
pages related to “Sports” to higher than the PageRank as in Equa-
tion (1), it forces the rank of those related to “Surgery” lower than
“Sports” while maintaining the rank of pages related to “Sports”
close to their PageRank values.

3. CONCLUSIONS
It has been demonstrated through some simple experiments that

the GNN is capable of generalizing from a relatively small number
of training examples to the entire WT10G dataset. These prelimi-
nary results are very encouraging and motivate us for a more thor-
ough investigation into its practical applications to the World Wide
Web. A particular focus of future research is on overcoming issues
with the computational complexity of the proposed approach such
that an application to the World Wide Web becomes possible.
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