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Optimal Memory Management Strategies for a
Mobile User in a Broadcast Data Delivery System
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Abstract—Recently, data broadcasting has been considered as a "Item A" Broadcast Schedule
promising way of disseminating information to a massive number - — — = - -
of users in a wireless communication environment. In a broadcast Tl - T o -~
data delivery system, there is a server which is broadcasting (,\ Al|B a Time,

data to a user community. Due to the lack of communication - \ _

from users to the server, the server cannot know what a user g _ —T T T

needs. In order to access a certain item, a user has to wait |Server| - 1 P Y ?

until the item appears in the broadcast. The waiting time will : : a

be considerably long if the server's broadcast schedule does not : : g _

_match the user's access needs. If a user _has a local memory, “. User Group 1 " User Group N~

it can alleviate its access latency by selectively prefetching the .

items from the broadcast and storing them in the memory. A good

memory management strategy can substantially reduce the user’s Fig. 1. Broadcast data delivery system in a wireless communication envi-

access latency, which is a major concern in a broadcast data ronment.

delivery system. In this paper, an optimal memory management

policy is identified that minimizes the expected aggregate latency. . . .

We present optimal memory update strategies with limited look- On @ high-bandwidth network (140 Mbit/s), and users query

ahead as implementable approximations of the optimal policy. these data by filtering relevant information using a special

lSoTer:ntedrestu:jg_ special cases are given fohr Wh't‘;h ttrt]ﬁ limited massively parallel transceiver. Wireless data broadcasting was

ook-ahead policies are optimal. We also show that the same . - .

formulation can be used to find the optimal memory management also cc.)nS|deredl as an elfflcu?nt Way,' in terms of fenergy and

policy which minimizes the number of deadline misses when users bandwidth, for disseminating information to a massive number

generate information requests which have to be satisfied within of users in [2]-[5].

some given deadlines. Under the broadcasting approach shown in Fig. 1, a server
Index Terms—Broadcast data delivery, client prefetching, in- continuously and repeatedly broadcasts data to a user com-

formation distribution systems, local memory management, mo- munity without any feedback about the user's needs due to

bile computing. the limited uplink communication capability from the user to

the server. Data broadcast by the server are organized into
|. INTRODUCTION units calledinformation items When a user needs a certain

DATA broadcasting is a candidate to play a leading role fd formgt!:)n 't_en;’ Itt rr:o(rj‘ntor; thetbroaql;:?st chan?ﬁl un.t|l the
data delivery in a wireless asymmetric communicatio esired item Is detected and captures it for use. There IS some

environment since it reduces the relatively expensive clie giency from the time the need of an information item arises

to-sever communication. and it is scalable in such a w ntil the time the item is actually broadcast by the server.
that it is independent of the number of users the server%i%'is latency depends on the broadcast schedule of the server,

serving. It has been proposed for both wireline and wirele&s well as the user access pat_tern.
environment. The Direct Broadcast Satellite (DBS) system There has been much work in the past on the problem of

is a good example to which broadcast data delivery can ggsigning a broadcast schedule such that the average latency

effectively applied. Some application examples include tHg Minimized [6]-{11]. The approach is to determine the

distribution of time-sensitive information such as stock price8roadcast frequency of each information item in accordance
traffic and weather information, and mail-order catalog antfith the user access frequency of the item, and then to
mutual fund information for information retrieval services. Iflistribute the broadcast slots of each item as uniformly as
the Data-cycleprojects at Bellcore [1], a database circulateRossible. If there is more than one class of users with different

access distributions of information items, then it is unavoidable
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this request will be instantaneous. By selectively prefetchitignited look-ahead are given as implementable alternatives
information items from the broadcast, the user is effectivetp the optimal strategy. In Sections IV-A, IV-B, and IV-C,
able to minimize the mismatch between its access needs anthe interesting special cases are considered for which limited
server's broadcast schedule, and the average latency ofldégk-ahead policies are optimal. Some numerical examples
information requests is reduced. Therefore, user's memare given in Section IV-D to show the tradeoff between
management becomes an important issue to consider in ordher performance and implementation complexity. Finally, we
to minimize the average response time of user’s requests. gansider in Section V the problem of minimizing deadline
information items pass by in the broadcast, the user hasnisses when requests for information items need to be satisfied
decide whether an item will be prefetched, and if it will, whichvithin some specified time periods.
item residing in the memory will be replaced with the newly
prefetched item. Il. BROADCAST DATA DELIVERY

There are basically two different ways of cachingmand-

driven caching, in which users obtain data from the broadcas_tTlme znt;he L';r(za:dcafrt] channel '? d't‘r’]'det‘_j 'm? Slsts %f ethJaI
only as a result of memory fault, artefetching in which size, and the siot length represents the time 1o broadcast an
fsormatlon item. Slotn corresponds to the time interval

users bring data from the broadcast in advance of any requefi 1) Th broadcasts the inf tion it
Acharyaet al. proposed a simple information item replacement”” " +1). The server broadcasts the information items ac-

policy, called P, and a cost-based demand-driven cachincgor(_jlng to_ a f|xed_ pre_determlned scheddle, };=,, where
heuristic, calledPIX, in [9]. P is a demand-driven cachingu" is the information item broadcast at slot Assume that

policy which keeps the items with the highest probability 0t{lere areM possible information items. An important class

: of schedules for the applications is the periodic schedule
access in the memory. I®1X, the cost of replacement of o : )
. . . where the transmission sequence is repeated after some period
an item already in the memory with the newly fetched o

was considered to be the ratio of the access probability {)& and the schedule is completely specified by its period

. S ) _1}. During each period, each information
the information item P) and its broadcast frequencykf. L 0% "2 UT 1} 9 P . O
. . item is transmitted at least once, and possibly multiple times.
The ratio is called thepiz value. The PIX replacement

lorithm eiects the item in th hich has the | Itthas already been proved in [7] that optimal schedules which
algorrihm €jects the fiem in tn€ memory which has the IoWeshqimize the user's expected access latencyparéodic The

pvr V?"“e- D_eman_d-d_rlven caching, however, does not fulgi ectory of a broadcast schedule (the index of the broadcast
exploit the dissemination-based nature of the broadcast, whH: a) can be broadcast to the users ahead of the actual

is particularly conducive to user's prefetching as claimed i}, 4cast data either through the same channel in which the
[12]. A simple prefetching heuristic, callefiZ’, was proposed j,¢a are transmitted or through a different one with lower data

in [12]. The PT" computes the_\_/alue of an item b_y ta_king th(;‘t‘ransmission rate. In [3], [14], and [15], a number of methods
product (_)f the access probability of the mformaﬂon itef) ( have been proposed to multiplex the directory information
and the time () that will elapse before that item appears on thgyyether with the data on the same channel. Therefore, in the

broadcast again. This is called the iterpisvalue. PT finds  tq)1owing, we may assume that all of the users know the whole
the item in the memory with the lowest value, and replaces j,,554cast schedula priori.

it with the currently broadcast item if the latter has a higher 5 yser is generating requests for information items accord-
value. In [13], Ammar considered a teletext broadcast deliveirlyg to its needs. When a request for some iteis generated
system with correlated user's requests from user's perspectiye some timer, then it is either satisfied immediately if the
and proposed &inked Itemsprefetching scheme. The schemgem resides in the local cache of the user or the user has
requires the availability of space in each information item t@, \wait until the next time the item appears in the broadcast
store control information. The control information in itein gchedule. After the request is satisfied one way or the other,
is a list of linked items, the items that are most likely to beghe user will generate another request for an information item
requested next by a user. After a request for an item after some random time. The latency from the time a request
satisfied, the user enters a phase to prefetctitimeost likely s generated until the item is transmitted by the server is the
referenced items associated with itemwhere D is the size performance measure of interest in broadcast data delivery.
of the local memory in units of information items. This phase The user has a memory that can hé{dinformation items
is terminated when thé items are fetched or when the usefocally. At the end of each slot, the user may replace one of
submits a new request. the items in the memory with the item transmitted at siot

In this paper, optimal memory update strategies are idejve assume that all of the users follow an identical memory
tified. The broadcast data dissemination model is considerngsdate strategy. Since, in addition, all of them monitor the
in Section Il. In Section Ill, we identify an optimal memorysame broadcasting server, the contents of the memory of all
update policy that minimizes the expected aggregate latengsers are identical. The set of the K information items residing
over all information items. A memory state trellis diagranin the memory during slot. is represented by’(n). The
is identified, and it is shown that the computation of thmemory update strategy determines the memory contents at
optimal memory update policy is equivalent to the computatiarach slot, and is represented by the sequdiita)}52 ;.
of the maximum reward path in the trellis. Computational We consider a particular group of users with an identical
issues are also discussed, and the memory update policies wétiuest generation process. In the finite user population case,
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the rate of request generation is affected by the number lofseveral applications, the performance of a memory update
users who are waiting for an information item broadcagblicy is quantified byL(#), and the objective is to minimize it.
by the server. Since they will not generate a new requestln certain cases, an information request needs to be satisfied
while they are waiting, the rate of request generation wilithin a certain time period from the time it is generated. That
drop as the number of pending requests increases. If tirae period is the deadliné of the request. In this case, what
user population, though, is large enough and an individuaally matters is whether or not the request will be satisfied
user request generation rate is appropriately normalized swdkhin the deadline, while the average latency is not of primary
that the aggregate rate is equal Xp then we may assumeimportance. There is a distinct set of deadlines corresponding
that the aggregate request generation rate remains constargach itemi, {d},d?,--,d?"} wherea; is the total number
and is independent of the number of pending requests, while possible deadlines for item and a request for item is
the process of request generation is stationary. In the cgemerated by a user with one of these deadlines. Assume that
of a nonhomogeneous user community with more than ome have a stationary stream of requests with pgtdor item
distribution of requests for information items, the results af with deadlined;, where \; = Y7L, \]. Let ¢/(¢) be a
the paper hold for each group of users with identical requesindom variable which denotes whether a typem ¢ request
distribution. generated at time¢ misses its deadlin@’ or not, and it is

A request is for itemi with probability b;,7 = 1,---,M given by
whereX#, b, = 1. Hence, requests for itermare generated '
according to a stationary process with rafe= \b;. Let A;(n) q(t) = {
be the total number of requests for itgrthat occurred during
slot n. Let X;(n) be the number of users requesting itém | gt Q!(t) be the aggregate deadline misses of all typem
at the beginning of slok. The request backlog for item ; requests generated from time O to tirhe
evolves as follows: ; y

Xin+1) = {0, if 2, :.i orie C(n) Qi) = t;tqi (tn)
! Xi(n)+ Ai(n), otherwise. n=
A

A request for itemi generated at time will be satisfied and letQ?(¢) be its expected valu&/(t) = E[Q!(t)]. The
immediately ifi € C([t]). If i« & C(|t]), then it will be aggregate expected deadline misses over all information items
satisfied at the end of the first iteivbroadcast that is initiated is
after ¢. Let 7/ (¢) be the amount of time from until the M ai
beginning of the first slot afterat which item is transmitted, QW =>> Q)
which is illustrated in Fig. 3. The latendy(¢) of a request for i=1j=1
item ¢ generated at time will be

1, if Li(t)>d!
0 otherwise.

and a possible decision criterion of a memory management
R if i € C([¢t]) strategy is to minimize)(t).
i(t) = Tif(t)—i-l, if i & C(|t]). In Section Ill, we consider the problem of designing a

he obiecti ¢ q . llevi memory management strategy which minimizes the expected
The objective of a memory update strategy Is to a ev""‘E‘ggregate latency over all itenig¢), and the case of requests

the impact O,f the Iatgncy on .the user bY maintaining in thf?)r information items with deadlines is discussed in Section V.
memory the items which are either more likely to be requested

by the user and/or which will not appear in the broadcast for
a long time. We consider two different performance measures
of a memory update strategy. One is the average aggregatéhe key to obtaining the optimal memory update strategy
latency of user’'s requests, and the other is the fraction i§fthe transformation of the cost such that the impact of the
user's requests which are not satisfied within a prespecifigtmory update on the total latency becomes disjoint from slot

I1l. M EMORY UPDATE TO MINIMIZE LATENCY

time period. to slot. The first step for this transformation is the following
The sequence of times at which requests for iterare lemma. For simplicity, let us assume, in the rest of the section,
generated i¢,n = 1,2,--- for each itemi = 1,--.,M. thattime¢ is an integer.
Let L;(t) be the aggregate latency of all requests for item Lemma 1:The aggregate latency of itemh requests is
generated from time 0 to time related to the item backlog as follows:
. t
Li(t) = D> Li(ty) Li(t) = / Xi(s) ds + X, (£)(r{ (£) + 1). )
i <t 0

Proof: The result in the lemma is of the same flavor as
] The |ite's law, and is better shown using a pictorial argument.
A sample path of the evolution of itemrequest generation
M is shown in Fig. 2. The request generation instants correspond
L(t) = ZE(t). to the jumps of the curve which are of magnitude 1. The
i=1 latency of a request for an item is the amount of time from

and letL;(t) be its expected valuel;(¢) 2 E[L;(t)
aggregate expected latency over all items is
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X.(s)

t +T{H+1 S

Fig. 2. Evolution of the item request backlog is depicted as a function of time. At the end of each:itenmadcast, the small shaded rectangle, all of the
requests are granted. The small dotted-line rectangles below the time axis correspond to the slots at whishstierad in the memory by the user. All of
the requests arriving during these slots are granted immediately. The ldt¢ncy of a request for item generated at timey, is also depicted.

Tt ‘-—”—>Ti(i(t) Yi(s)
mh O TO ,
I e —— Mt
U S NN O R N !
Fig. 3. lllustration of parametersif(t),Tf(t),rf(t), and /;(¢) for a se- At
guence of item: broadcasts. 1

its generation time instant to the end of the first transmission
of the item. Henge, the aggregate latency equals the.total area t, t s
under the curve in Fig. 2. Note that the sum on the right side
of (1) is equal to that area where the first term correspondstQ' 4. Expected backlog as a function of time when there is no use of local
memory.

the area from time 0 té, and the second term corresponds to Y
the remaining rectangle, extending from tinmi t+¢if(t)+1.

¢ rectangles below the time axis. The aggregate expected latency

By taking expectation on both sides of (1), the expectetith caching (without caching) is equal to the total area under

latency is the solid (dotted) curve.
Let us denote by.¢(¢) the expected latency when there is
t ) . L
Lt :/ Xi(s) ds + X ()(r (t) + 1) no caching. The reduction of the latency due to caching is
0 ‘ made explicit in the following lemma.

Lemma 2: The expected aggregate latency of itémnder

T A . . —
where X;(s) = E[X;(s)]. An analytic expression foX;(s) 4 caching strategyC(n)}s2, is as follows:

is obtained in the following.

Let 7(¢) be the 'am(.)unt pf time from Fhe end .of -the last Li(t) = Lo(t) — Z <)\mf(n) I ﬁ) 2
slot beforet at which item¢ was transmitted until time. 2
Let 77(t) be the amount of time from the end of the last
slot beforet at which item: was residing in the memory of Proof: The expected aggregate latency unf@fn)}o2
the user until timet. If item ¢ resides in the memory of theis the area under the solid curve as depicted in Fig. 5. This
user at timet, then 7£(¢) = 0 by definition. The quantities can be expressed as the latency without caching, which is the
rP(t) andr£(¢) are illustrated in Fig. 3. Note that the pendingrea under the dotted curve, reduced by the area between the
requests for item, X;(s), are accumulated starting either fronsolid and dotted curves. We just need to show that the second
the end of the last item transmission befores or from term on the right side of (2) is equal to the area between the
the end of the most recent iteinresidence in the memory dotted and solid curves in Fig. 5.
before s, whichever happened last. Since information items The superposition of the dotted and solid curves in Fig. 5
are generated by a stationary process with pgtewe have consists of the superposition of triangles, as depicted in Fig. 6,
Xi(s) = A min(r2(s), 75(5)). and the superposition of quadrangles as in Fig. 7. For the

In Fig. 4, we see the evolution of the expected backlog tfangles in Fig. 6, the area between the dotted and solid curves
item ¢ for a certain sequence of itefrbroadcasts when thereis
is no use of local memory. 1 1

Fig. 5 shows the evolution of the expected backlog with 5)‘1‘@3 —t)(ts —t1) - 5)‘1‘@3 — t2)(t3 — t2)

nn<ti€C(n)

caching (solid line) superimposed by the expected backlog 1 f 9 f 9

without caching (dotted line) for a given sequence of item - 5)‘i{(7i (t) +1)7 = (7 (&2) + 1) }

1 broadcast. The small shaded rectangle corresponds to the T

slots at which item is broadcast, and the slots at which item =N Z {(Tif(n) +12 = (rf(n+1) + 1)2}

1 resides in the memory are represented by the small dotted n=t



1230 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 15, NO. 7, SEPTEMBER 1997

Yi(s) S :
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L o .
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Fig. 5. Expected backlog as a function of time when there is caching (solid line) is depicted. The expected backlog without caching (dotted line) is
superimposed. The reduction in latency due to caching is equal to the area between the solid and the dotted lines.

in the memory will be replaced by the arriving one. Hence,
the setC,,(C), of possible memory states at skotgiven that
the memory state at slot — 1 is C, is

C(C) = {C": €' C (CU {un_1}),|C"| = K}.

A feasible memory state evolution sequence is any sequence
{C(n)}52, with the propertyC(n + 1) € Cpt1(C(n)). The
corresponding memory update strategy is uniquely defined.

il
t1: it

. t3

. |l
L Consider a trellis diagram, one dimension of which is the
Fig. 6. Superposition of triangles. memory state and the other is the time, as shown in Fig. 8.
Each stage of the trellis corresponds to a certain time instant.
- 1)\‘ ta—1 {('rf(n) 1 (’Ff(TL))Q} All possible memory stalltes'appear i.n every s’Fage. Since the
20 L ¢ ¢ total number of information items which are of interest to the
n=h \ user isM and its memory can hol& items (K < M), the
= Z <)\mf(n) + E”) total number of possible memory statgs is (}7). There are
nity <n<ts directed links from certain states in stagé¢o certain states in
i€otn) stagen + 1 that represent possible memory state transitions.

For the quadrangles in Fig. 7(a), the area between the dotkehce, a link is directed from staté at stagen to statec’

and solid line is equal to that between the bigger dotted stagen + 1 if ¢/ € C,q1(c?).

and solid triangles in Fig. 7(b), and therefore it can also be Each memory update strategy from slot O to latorre-

expressed as the second term on the right side of (2). > sponds to a path from stage 0 to stage the trellis. Associate
The aggregate latency over all information items up to timgith each state’ a time-dependentréward’

tIs ' ; A
t—1 g = T — .
Ly=I°(t)-> > <Ai¢f(n)+ﬁ). e ;Q e 2>
) ¢ 2
n=0 icC(n) The total reward, or latency reduction incurred by the strategy,
The caching strategy that minimizes the aggregate latencyissequal to the sum of the reward of each state on the path.
clearly the one that maximizes the following sum: The computation of the optimal memory update strategy is

1 ) equivalent to the computation of a maximum reward path in
> T < () + _z>_ (3) the trellis.

n=0 icC(n) 2 Shortest path problems in a trellis often arise in several
contexts, and can be solved by backward or forward dynamic

The max_lmlzanon of _the sum in (3) is _equwalent to_ th rogramming. One of the notorious instances of this problem
computation of a maximum reward path in an appropriate rises in sequential decoding for whidliterbi's algorithm
defined trellis diagram that captures the evolution of ”Was invented

memory states. ;
: Let us denote by, (c;) the length of a maximum reward
The memory stat€’(n) at timen depends on the memorypath (the cumulative reward gained) from stgteat stage

state C'(n — 1? at ime n — 1, the |n_format|on temu,—1 (n < t) up to staget. The lengths of the maximum reward
broadcast during slot — 1, and the action taken by the updat%ath satisfy the following recursion:

strategy. If the itemw,,_; broadcast at slot — 1 is already
residing in the memory, then the item will be just refreshed in = p,(c;) = max  puyi1(c) +7(cj,n), n<t

the memory, and the memory state will remain the same. If not, e€Crrrle)

the memory state will be one of the subsets with cardinalityhile p,(c;) = (c;,t). By solving the above recursion, the
K of the set{C(n — 1) U {u,—1}}, depending on which item maximum reward path is computed, and simultaneously, the
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—— e — 4

@)

Fig. 7. Superposition of quadrangles which can be represented by the superposition of triangles.

wﬂf\o 1 9 3 The simplest policy of théV-step look-ahead class is the
Memory State one with W = 1 which is equivalent to the”T heuristics
¢! . . . . -- proposed in [12]. Let us call it thene-step look-ahead
. iy () . . (OSLA)policy. This policy updates the memory in each slot
Y =N . . -- n such that the reward(C(n + 1),n + 1) is maximized for
: ISP ; C(n + 1) € Coy1(C(n)). That is, if u,, & C(n), then the
On . N . . .. quantity \;7;’ (n)+();/2) is computed for all items, € C(n),
_ T and fori = u,, and the iteny, for which )\jfjf(n) +(\;/2)is
Fig. 8. Memory state trellis diagram. the smallest, is discarded. This policy turns out to be optimal

. _ o ~in some special cases of interest.
optimal policy as well. The cardinality of each sBt(c) is

either equal to one or equal #6+1. Therefore, the complexity A Uniform Information Request Generation Rate
of computing the longest paths in stagegiven the longest
paths in stage: + 1 is O(Cny K). Hence, the computation of
the longest path up to stagand, subsequently, of the optimal
memory update policy is of complexit@(t Cy K).

Note that the complexity of the optimal memory updat

The first case is when all of the information items have the
game access probabilities. Therefore, the request generation
rates are\; = A,i = 1,2,---,M. The cumulative average
éeward from stage 1 to stagethen becomes

strategy within a time interval0, ¢) is linear with respect to it P L
t. To compute the reward associated with a state at stage R(t) = )\Z Z (Tu (n) + 5)- (4)
n, we need a vectorf(n) = (r{(n),7{(n), -, 75(n)), n=1ieC(n)

which is determined by the given broadcast schedule. Singence, the policy that maximizes the reward is independent
the broadcast schedule is available ahead of time, the updstehe request generation rates, and depends solely on the
strategy computation is indeed feasible. Nevertheless, th@®adcast schedule. The OSLA policy maximizes the overall
complexity of this approach is still prohibitive for employingcumulative average reward in (4) over all policies in this case.
the policy in the real-time operation of a system. Hence, tiis fact is true in a stronger sense, as is expressed in the
value of the policy is mostly theoretical, and it can be used gsllowing theorem.

a benchmark for performance comparison with other policies. Theorem 1: When the request generation rates are identical,
A class of policies with manageable complexity for real-timghe OSLA policy maximizes the reward in each stotthat is,
operation is considered next. for any policyn and at any slots,n = 0,1,2, -

r(C9(n),n) 2 r(C™(n),n) (5)

The optimal memory management policy makes the merfyhere C®(n) and C™(n) denote the set Of items residing in
ory update decision at each sletsuch that the total reward the memory at slob under the OSLA policy and policy,
until time ¢ is maximized. Instead of thatJaok-aheadvindow respectively. )
W may be considered, and the memory update decision at T00f: See Appendix. Ve
slot n can be made such that the cumulative average reward )
from slotn up to slotn + W is maximized. As the window B: Two Information Items
W increases, the complexity increases, and the performancénother case where the OSLA policy maximizes (3) is when
should be improved. the broadcast includes only two information items, the user has

IV. MEMORY MANAGEMENT WITH LIMITED LOOK-AHEAD
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1 P 1 q content under the optimal policy as depicted in Fig. 10. Cycle
[B] [A] (Al [B] Bl [B]  [B] [A] ¢ begins at time instant; and ends ak;; with¢=0,1,---
N-1 N Nt N+lp  N#m N-1 N N+ N+lg ~ N+m and ng = 0.
‘A A

; - Cycle O (cyc = 0) is defined as the interval from slot 0
Memory Content Mcmory Content . . . . . .
Cae () TAN < Thw Casc® THN > TEm until the end of the first slot at which the information item
_ . _ transmitted by the server in this slot is different from the one
Fig. 9. ‘Two possible cases with > 1 and ¢ > 1 when we look gioreq jn the memory. In addition to cycle 0, there are three
max(7} (N),75(V)) slots ahead at time instatX when the arriving item . .
is different from the one already stored in the memory. types of cycles: the type 1 cycle which corresponds to the
interval from N to N + [, as shown in Fig. 9, case (1), the

memory space for one item, and the request generation r}fse 2 cycle which corresponds to the interval frak to

are arbitrary. A cache update decision needs to be made o W+r]lq as shfown tIrT Flg.dQ,fc;ﬁset (2),1andtthe t2ype |3 cyc![e
if the broadcast item is different from the item in the cachd’ 'c" SPans from the end ot Ine type L or type < cycle up 1o

In this case, the item that is chosen to be kept in the cacwg beginning of the ty.pe Lor .typef 2 cycle. The type 3 cycle
at slot . is occurs only when the information item stored in the memory

under theW-step look-ahead policy is the same as the one
arg max A (Tif (n) + %) broadcast by the server at the last slot of the type 1 or type 2
ietanh cycle. In Fig. 10, cycles 1 and 2 are of type 1, cycles 3 and 5
Theorem 2: When the server broadcasts only two items angte of type 3, and cycle 4 is of type 2.
user's memory can hold one item only, the OSLA policy is Let R; be the average reward gained due to caching during
optimal in the sense that it maximizes the reward in each sl@e cycle j

n, that is, for any policyr,
nj41—1

r(C°(n),n) > r(C™(n),n), n=0,1,2,---. R; = Z Ai ('rzf(l) + %)1{L e C()}.

I=n;

Proof. See Appendix. &
Theorem 3: The policy with W-step look-ahead, where
C. A Case Where Limited Look-Ahead Policy Is Optimal W =1, —1 or W = [, — 1 as defined above, maximizes

A special case where the optimal update policy is of tH8€ reward in each cyclg. That is, for any policyr and at
limited look-ahead type is the following. The server broadcas?gy cyclej.j = 0,1,2,---
multiple information items, while a certain group of users is RV > R~
only interested in two of those, say itersand B, and each T
user of that group possesses memory space for only one itwhereR}" andR7 are the average reward gained during cycle
In this case, the users can make memory updates only at jhender the policy withi¥’-step look-ahead and under policy
slots when either iterd or item B is transmitted. If, at a slot 7, respectively.
of this type, the broadcast item is the same as the item in the Proof: See Appendix. &
cache, then no update decision needs to be made. If the items
are different, assume, without loss of generality, that itdm p. Numerical Examples
is in the cache and iten® is broadcast. We distinguish two
cases as depicted in Fig. 9.

In the first case, there ape (p > 1) occurrences of item
A in the broadcast before the first transmission of itém

In this section, in order to gain some insight on the tradeoff
between the performance improvement and the computational
complexity, we present some numerical examples with dif-
after NV, and the last of those item A’s is transmitted in fgrent numbers of look-ahead steps, different cache sizes, gnd

’ different broadcast schedules for both the latency and deadline

- > ; . .
slot N.+ lp 1. I.n the second case, there age(g > 1.) cases (refer to Section V for the case with deadlines). Although
transmissions of itenB before the first appearance of item

A after NV in the broadcast, and the last of thagitem B’s we can provide gxamples only for a small number of items
; . . . . due to the combinatorial explosion even for a few tens, the
is transmitted in slotV + I, — 1. The items other than items

A and B are transmitted during the remaining unmarked SIO?SxampIes_ reflect the fact that the performance. gain due to the
INncrease in the number of look-ahead steps is dependent on
betweenN — 1 and N + m.

In order to make the update decision, the optimal policthe type of server's broadcast schedule and the set of user’s

. h chess statistics parameters we consider.
needs to considet, (or /;) slots look-ahead. The optimal P

decision, then, is to keep the itelnin the memory, where For the first case in which the gxpected Iatengy Is the
performance criterion, an example is presented with =

W ; - 10,A = 1, and Zipf distribution version | [16] wheré; =
k= arg (P Ai (Tz‘ (N +35)+ 5) ®)  (¢/i),i=1,---,M wherecis a normalizing constant given by
3=0 ¢ =(X}L, 1/4)71. For the case with deadlines, an example is
and wherelWW = [, — 1 or [, — 1 as appropriate. given with A4 = 15, A = 100, and Zipf distribution [17] where
To show the optimality of the policy, we consider a partitiom; = (i —(i—1)? /M?) wherei = 1, .-, M. The deadlines are

of the joint evolution of the broadcast sequence and the caawsumed to be uniformly distributed between one and ten. As
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I | | ¢—> 1% »l¢q—p |
cyc=0 ! cyc=1 I cyc=2 I cye=3 | cyc=4 I cye=S |
Fig. 10. Decomposition of the given broadcast schedule under the optimal memory update policy into cycles.
TABLE | TABLE I
ExPECTED LATENCY REDUCTION DUE TO CACHING FOR DIFFERENT ExPeECTED NUMBER OF DEADLINE MISSESREDUCED BY CACHING FOR
CACHE SizES AND DIFFERENT NUMBER OF LOOK-AHEAD STEPS DIFFERENT CACHE SiZES AND DIFFERENT NUMBER OF LOOK-AHEAD
WHERE L DENOTES THE NUMBER OF LOOK-AHEAD STEPS Sters WHERE L DENOTES THE NUMBER OF LOOK-AHEAD STEPS
Cache Size Cache Size
L] 1 2 3 4 5 6 7 L 1 2 3 4 5 6 7
1105|180 241292335370 |3.96 1110.02 | 14.05 | 17.05 | 19.36 | 21.02 | 22.38 | 23.64
2| 1.05|1.80|241|292]|3.35]|3.70 | 3.96 2110.02 { 14.11 | 17.20 | 19.45 | 21.21 | 22.48 | 23.76
311.061.80|241|292|3.35|3.70| 3.96 3110.05 | 14.15 | 17.20 | 19.45 | 21.24 | 22.64 | 23.86
4 1.06| 180|241 292 3.35|3.70 | 3.96 4 110.05 | 14.15 | 17.20 { 19.45 | 21.24 | 22.64 | 23.86
511.06|1.80| 241|292 |3.35|3.70 | 3.96 5| 10.08 | 14.15 | 17.20 | 19.45 | 21.24 | 22.65 | 23.90
6|1.06|1.80 241|292 3.35|3.70 | 3.96 6 | 10.08 | 14.15 | 17.20 | 19.45 | 21.24 | 22.67 | 23.90
711.06|1.80|241(292|3.35|3.70 | 3.96 71 10.08 | 14.15 | 17.20 | 19.45 | 21.24 | 22.67 | 23.94
8| 1.06|1.80|241|292|3.35|3.70 | 3.96 8 110.08 | 14.15 | 17.20 | 19.45 | 21.24 | 22.67 | 23.94
9]1.06|1.80| 241292 |3.35]|3.70| 3.96 9| 10.08 | 14.16 | 17.20 | 19.45 | 21.24 | 22.67 | 23.94
@ (@)
Cache Size Cache Size
L| 1 2 3 4 5 6 7 L 1 2 3 4 5 6 7
1263|441 567|656 |7.14|752]7.81 1] 51.71 | 57.17 | 61.19 | 63.57 | 65.31 | 67.33 | 68.89
21263 }443|5.70 (659|715 | 7531781 2 151.71 | 57.19 | 61.19 | 63.64 | 65.36 | 67.40 | 68.97
3263|443 570|659 |7.15|7.5417.82 3| 51.71 {1 57.19 | 61.19 | 63.67 | 65.54 | 67.50 | 69.10
4263 |443|570|659|7.15|7.547.82 4 | 51.71 | 57.19 | 61.20 | 63.67 | 65.63 | 67.51 | 69.10
51263443 |5.70|659|7.15|7.54 | 7.82 31 51.71 | 57.19 | 61.20 | 63.67 | 65.68 | 67.55 | 69.10
62631443 |570|659|7.15|7.5417.82 6 | 51.71 | 57.19 | 61.20 | 63.73 | 65.77 | 67.62 | 69.12
71263]443 570659 |7.15|7.54 | 7.82 71 51.71 | 57.19 | 61.20 | 63.73 | 65.77 | 67.63 | 69.12
8 263|443 |570|659]7.15|7.54|7.82 8 | 51.71 | 57.19 | 61.20 | 63.73 | 65.78 | 67.64 | 69.13
9 (263|443 570|659 |7.15! 7.54 | 7.82 9| 51.71 | 57.19 | 61.20 | 63.73 | 65.78 | 67.64 | 69.13
(b) (b)

6 increases, the access pattern becomes increasingly skewedB]c]|p]E] FJG]H]1]T K] LIMIN]O[A[PIA]Q[R[A[S]T[A[U]

The value off used in this experiment i&g(0.8)/1og(0.2). 01 14151617 1920 222324

The Zipf distribution is typically used to model nonuniformeig. 11. Server schedule with period 25 and information items
access patterns. Two types of broadcast schedules are used.---.T7.U}.

in the experiment. One is generated by Ammar’s algorithm

[6] which produces near-optimal schedules, nam&mmar’s . , ,
and the other is a schedule whichrist constructed according 0 reduce more latency (or deadline misses) when the server's

to the statistical parameters of user's access pattern, namgfj€dule isiotdesigned according to user’s access parameters

Mismatched Tables I(a) and li(a) show the results under thifompare Tables I(a) and (b) and li(a) and (b)]. The latency

Ammar's schedule with period 83 and Tables I(b) and ||(t{pr the number of deadline misses) we can reduce by the use

show those under the mismatched schedule with period 839f local memory indeed increases with the size of the memory
The results in Tables | and Il show that the expected latentgf all cases.

(number of deadline misses) reduced by caching is insensitivdn the following, we will present an example which shows

to the number of look-ahead steps for the parameter set we #@ the OSLA policy, in some cases, may perform poorly

considering. It may be due to the small number of informatictPmpared to the optimal policy.

items in our experiment. However, the number of look-aheadConsider a case in which the server's schedule is given as

steps may play a greater role when the number of itemsiis Fig. 11 and the access probabilities of a user group are

large, and the group of users we are considering is interested= (2/3),bp = (1/3), andb; =0 fori = C,---,U.

only in a portion of the set of information items as in the Without loss of generality, assume that itefnis initially

following example. Our cache management strategy is algored in the memory in slot 0. Sincﬁj‘ﬁl )\A(Tj;(j) +
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A . 5 j
Average Latency Reduction Al Occurrence of type j

item i requests

9.3 which will miss deadlines
8 e I i
n — 3
f(n)+1-d dl
l (n)
Fig. 13. Deadline misses of tygeitem : requests without the use of local
memory.
N
H \'A’. .
s : 7 50 53 - 2‘526 » )\g Deadline misses of
01 4 f type j item % requests
Time Slot ¢ reduced by caching item i
Fig. 12. Average latency reduction as a function of time slots. The area under i A i I
the solid triangle represents the average latency reduction gained by caching o .. p - >
when the optimal policy is followed, and the area under the dashed triangles 11 d?

Slots in which < i

item % i f

i:;lethe l(s)czzicr}:xee?nory 7 (n)

(1/2)) > EWI AB ('r]);. (J) + (1/2)) for W = 1..--.7. at the Fig. 14. Deadline misses of typeitem : requests reduced by caching item
1= ) P L

end of slot 0, the OSLA policy (in fact, all of the policies’ in the local memory.

with look-ahead steps fewer than eight) will not replace item ) .

A, which is stored in the memory, with the arriving itey ~ However, if the user has a local memory and iteisistored

However, by keeping itert, the OSLA policy has no further in the memory, the typg item  requests which occur during

opportunity to store itenB in the memory until the end of the slots in which item is residing in the memory will be

slot 24. satisfied immediately, and will no longer miss deadlines, as

If, at time 0, though, we look ahead more than eight slof1own in Fig. 14. o

(note thatX3_, A(r%(j) + (1/2)) = 5, As(rh(j) + Let R!(t) be the expected number of deadlingéssesof
Jj= 2 Jj= . . . . q . .

(1/2))), we will see that we can further reduce the latenc§em ¢ requests with deadling; up to timet, which can be
by replacing itemA with item B at the beginning of slot feducedby caching, and it is given by
1 gnd keeping i't up to the end of.slot 22. This is what the Ri(t) = Z by, 1{(7}(71) 41— df) >0}
optimal policy will choose to do. This example belongs to the
third special case we consider in Section 1V-C for which the

W -step look-ahead policy is optimal. Herid] = 21 at slot 1, Where1{.} is the indicator function. The overall reduction of
W =7 at slot 15,W = 5 at slot 17,W = 2 at slot 20, and deadline misses for all information items with all deadlines up

corresponds to the latency reduction for the OSLA policy.

nn<ti€C(n)

W =1 at slot 23 in (6) for the optimal policy. to slot ¢ due to caching is

By using (3) in Section Il for the interval from slot 1 to slot M a;
22, the optimal policy reduces the average latency by 95.33 R(t) = ZZRf(t).
slots, whereas the OSLA policy (all of the policies with look- i=1 j=1

ahead steps fewer than eight) reduces the latency by 724§fyefore, minimizing the total number of requests that miss
slots. The policy with more than eight slot look-ahead c&fgadjines with caching is equivalent to maximizing the re-
reduce the average latency 22.66 slots more. This differengg tion of deadline misses by caching. Moreover, the optimal
of latency reduction is approximately equal to the shaded a%Rmory update strategy that minimizes the deadline misses
in Fig. 12. In fact, the shaded area may be arbitrarily Igrge fef user's requests is equivalent to the computation of the
a certain broadcast schedule so that the OSLA policy Willaximum reward path in the memory state trellis diagram

perform even worse compared to the optimal policy. Th{ghere the time-dependent reward associated with memory
shows that the OSLA policy may be inadequate in terms @fyia i at instantn is now given by

performance in certain cases, and policies which look ahead

more than one slot may need to be considered. r(,n) = Z Z)‘i 1{(Tif(n) 41— di) >0}'
iCed I=1
V. INFORMATION REQUESTS WITHDEADLINES

In this section, we will consider the case in which users VI. CONCLUDING REMARKS

generate information requests which have to be satisfied withinA strategy for a mobile user’s local memory management
some specified deadlines, and show that the problem canidédentified such that the data access needs of the user are
formulated in the same way as the case without deadlinesniratched optimally to the broadcast schedule of the server.
Section Ill. The typej item 7 requests which are generatedrhe strategy relies on the computation of the maximum
during the interval(n,n + 77 (n) + 1 — d’] will miss the reward path in the appropriately defined memory state trellis
deadlines? if the user does not make use of its local memoryliagram. Limited look-ahead policies are also presented as
as depicted in Fig. 13. low implementation complexity alternatives to the optimal
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Broadcast
Schedule *| A |B | |alB| |alal o alal
N N+l N N+l N N+1 N N+l
Memory Content . e
Under the o o o oL oL
Optimal Policy . ... . A B o A B
Case (a) Case (b) Case (¢) Case (d)

Fig. 15. Four possible cases.

policy. The simplest of them is the OSLA strategy. This policit still holds that
is found to be optimal when all of the information request
generation rates are the same. When the request generation rate

dis;ribution, though,_ is skewed, the performance of the OS_Lr—AbrA ¢ CO(N), the following cases are distinguished.
policy may get considerably degraded compared to the optimal or (§2(N) = 1)> Tj;(N + 1), the OSLA policy does not

policy, as was demonsirated by a counterexample. The Chol’&Blace any of the items in the memory with the arriving item

of Iook-ghead steps is a tradeoff between implementati% and the set of items in the memory remains the same, i.e.,
complexity and good performance. CO(N + 1) = CO(N). Therefore
User's memory management is just one of two important

issues to be addressed in data broadcasting. The other com- 4Q(N + 1) = 49(N) —1, fork=1,--- K. (8)
plementary problem is the organization of data in a broadcast o s )

schedule in order to minimize user's access latency or theFOr (¥ (&) — 1) <74(N + 1), the OSLA policy replaces
number of deadline misses, depending on the performarlBg information item corresponding to indég in the vector
objective we consider. Both problems have been addresded(V) with the arriving item A, and then itemA wil
separately in the literature. What remains to be done Ggrrespond to some indexin the vectory®(iV + 1) such
to obtain an integrated approach that produces broadcty2:(IV) — 1>7{(N +1) andy? (V) = 1 <T4{(N +1)
schedules and user's memory management strategies sif@ll-2 < ! < K andy?(N) — 1<7{(N +1) for I = 1. The
taneously, based on the mix of data access patterns of the @efents of the vector (N + 1) under the OSLA policy

YO(N+1)> Y™ (N +1).

population. are now given by
yO(IN+1) =¢y(N)—1 fork=1,.--,l—1andl #1
APPENDIX YP(N +1) =75 (N +1)

Proof of Theorem 1:Let YO(n) = (YO (n), - Y2(n)) (N +1) =y (N)-1 fork=I1+1,---,K. (9
be the vector with elements, the timqé(n)’s for all K items
in the memory at slot, under the OSLA policy, arranged in
decreasing order, i.&;°(n) > ;9 (n) fork =1,.--, K—1.
Let Y™ (n) be the corresponding vector for poliay We will C™(N +1) C {{A}UC™(N)} with |C™(N +1)| = K.
show that

The set of information items stored in the memory at slot
N + 1 under policyn will be

Due to the assumption af“(N) > Y™(N) and (8) and (9),
YO(n) > Y™(n) 7) irrespective of whether item is stored in the memory under
- policy = at slot N + 1, it is apparent that

for n = 0,1,--- where the inequality holds elementwise. YO(N+1) >Y™(N +1).
Inequality (7) clearly implies inequality (5). Therefore, the
theorem will be proved if the inequality (7) is shown. The herefore, by induction
proof is by induction. o - .
Forn = 0, (7) holds with equality. We will show that if (7) Yon) 2¥%(n),  n=01,--
holds forn = NV, then it will hold forn = N + 1 as well. and the theorem is proved. O
Note that, according to the definition of (n), if u,_1 # &, Proof of Theorem 2:We will prove the theorem by in-
thenr{(n — 1) # 0 and 7/ (n) = 7{(n — 1) — 1, while if duction.
Un_y = k, then7{(n — 1) = 0 and 7 (n) assumes a new Clearly, #(C°(0),0) = #(C7(0),0).
positive value which is equal to the number of slots from Assume that(CY(N), N) > r(C™(N), N). We will show
the beginning of slot, until the beginning of first itemt that the inequality still holds for = N + 1 too.
broadcast. There are four cases to consider, depending on the sequence
Assume that itera is transmitted in slofv. Then,Tj;(N) = of broadcasts and the item stored in the memory at slot
0. There are two cases to considet:c C°(N) and A ¢ N under the OSLA policy, as shown in Fig. 15. Assume
CO(N). For the case withA € CY(N), since we have that items A and B are the two items broadcast by the
assumedr?(N) > Y™(N), A € C™(N) as well. Therefore, server.
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A Given Broadcast Schedule A Given Broadcast Schedule
B[A] AJA]- [A]A [B]A] - [A]A]
N-gl Nq Npl Np N N+l Ngl Ny N N+l
B BA- A AA AA
Memory Content Undcr the Opt1mal Policy Mcmory Content Under the Optlmal Policy
Case (c.1) Case (c.2)

Fig. 16. Two possible subcases for case (c) in which if8ns transmitted, the last time before sldt — 1, in slot N — ¢ — 1.

First, consider cases (a) and (d) in Fig. 15 in which the m m [—| m r—‘ ’—1 m

information item broadcast by the server at gWis different

from the one stored in the memory at sl¥tunder the OSLA N B B BB ES T2
policy. For case (a), ihg(T5(N +1) +(1/2)) > Aa(r4 (N + l . .

1) + (1/2)), the OSLA policy replaces item, currently ! Cyele ] (Type ) oyt
stored in the memory, with the arriving iten. Other- (Type 1)

wise, item A will be kept intact in the memory at slot ®
N + 1 under the OSLA policy. In any case(C°(N +

1H),N+1) > »(C™(N + 1), N + 1). The same holds for ’—l |—| m |—1 m

case (d). n; 41 o0,
For cases (b) and (c) in which the item stored in the memory A B SR » B A A
at slot N under the OSLA policy is the same as the one °, o o ,
transmitted at slotV, the OSLA policy cannot replace the ! Cycle J (Type 1) ! !
item in the memory with the arriving one, except for refreshing Cycle J+1
the item currently stored in the memory. Therefore, for the (i) (Type 3)
inequality to hold for slotV + 1, we need to show that we
can obtain a greater reward by keeping the same item in the rlﬂ ----- m m ‘‘‘‘‘ m - |§|
memory as the arriving item in slav + 1. n, n,on,
Consider case (b). According to the OSLA policy which AA A A
chooses to keep iter® in the cache at slofv o e ) .
1 I I
A (T’J;(N) + %> > A (Tf{(N) + %> ‘ Cyete I (Type ) Cycle J+1
But since 74 (N) > 74(N) (in fact, 74 (N) = 0),Ap > A4, (iii) (fype3)
Therefore Fig. 17. Three possible cases for cydle+ 1 when cycleJ is of type 1.

s (h(N + 1) +4) > X (AN + D + 1)

Hence
becauseTA(N +1) =7 (N) —1andrL(N +1) > 0.
Consequently

r(CO(N +1),N+1) > 7(C™(N +1),N +1). In case (c.2), according to the OSLA policy

r(CO(N+1),N+1)>7(C™(N +1),N +1)

' Fgr case (c), there are two subcases to consider,-as shown )4 (Tj(N -9+ %) > Ap (T};(N -q)+ %)
in Fig. 16. Assume that, at slaf — ¢ — 1 whereq > 1, item
B is broadcast by the server the last time before Alet1. In  and the same argument as in case (c.1) can be applied.

case (c.1), the optimal policy replaces itédnby the arriving ~ Therefore, by induction, the theorem is proved. &
item A in slot N — p wherep = 0,---, ¢ — 1, whereas item Proof of Theorem 3:We are going to prove this theorem
A is already residing in the cache in slt— ¢ — 1 under the by induction.
optimal policy in case (c.2). For j = 0, R}y = R% since no memory update is required
In case (c.1), according to the OSLA policy for any policy.
f . f . Assume thatR") > R7. We will show that the inequality

A4 (TA(N -p)+ 5) > A (TB(N -p)+ 5)- still holds for j = J + 1. Both cycleJ and cycleJ + 1 can

. . f f be of type 1 or type 2 or type 3.
In addition, S|.ncer(N—p) >0 and;A(N—P) =0, 4> Ap. Figs. 17 and 18 show the possible sequence of cycle types
Therefore, sincerg(N + 1) = 75(N —p) —p — 1 and \yhen the first cycle is of either type 1 or type 2.
T,J;(N +1) >0 Case 1: Cycle J is of either type 1 or type 2, and cycle

J +1is of type 1 as in Figs. 17(i) and 18(iii). Consider the

! 41 + 1
Ad (TA(N +th+ 2) >Ap (TB(N +th+ 2) case in Fig. 17(i) where itemt arrives in the broadcast and
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[ <njy1—ng. According to theW—step look-ahead policy

Iy Oy 1 SN N
. + J+2
A B B B 2. AB(TB ) 2. AA(TA )
; . i=ny+lI i=nj+lI
| 1 ]
! Cycle T (Type 2) ! ! Therefore, A4 > Ap becausefji( )<7‘B( ;) for i = ny +
Cycle J+1 o o ynjp — 1
@ (Type 3) Then, sincer) (i) > 74 (i) for i = nyy1,-+,nype — 1
TLJ+2— nJ+2_
6] - [6] [8] [B] [A > da(rh0 )< X a(rd@+1)
N o+l O Dpyp = =
AA  "AB B and therefore
| P R 2 R
Cycle J (Type 2) ' ' o . J+& s . . -
Cycle J+1 Similarly, it can be proved for the cases in Figs. 17(iii) and
(i) (Type 3) 18(i) and (ii).

Hence, by induction

w T .
Rj Zij J—0717

5l Dy 142
AA A A %
5 Cycle ] (Type 2) S yderel ACKNOWLEDGMENT
(iii) (Type 1) The authors would like to thank the reviewers for their

Fig. 18. Three possible cases for cydle+ 1 when cycleJ is of type 2.

item B is stored in the memory at the end of cydelf

| | [1]
n +2— n +2—
1
2 o> 3oaldosy)
[3]

then itemB will remain in the memory in cyclg +1 under the
W-step look-ahead policy. Otherwise, the W-step look-ahealf!
policy will replace itemB currently stored in the memory with [s5]
the arriving itemA, and will keep it until the end of slat at
which item B arrives in the broadcast and

[6]
o) S (o). 0
t=v+1 1=v+1

If no such slotv exists, itemA is kept in the memory until the
end of theJ + 1 cycle under thé#¥ -step look-ahead policy.
In any case.RY, > Rjy,. . _ [10]

Case 2: Cycle J is of type 3, and cycle/ + 1 is of either
type 1 or type 2. In this case, the inequality still holds folll
cycle J + 1 for the same reason as in Case 1.

Case 3: Cycle J +1 is of type 3 as in Figs. 17(ii) and (iii) [12]
and 18(i) and (ii). For this case, since the information item
broadcast by the server is the same as the one stored in [Ehé
memory under thé&V -step look-ahead policy, we cannot make
the replacement of the information item, but can just refredH!!
the item in the memory. Hence, we need to show that it g
better to keep the same item in the memory as the arriving
one in the broadcast for cyclé + 1. [t

Consider the case in Fig. 17(ii) where itefhstored in the [17]
memory is replaced by the arriving iterhat slotn ; +1 where

thoughtful comments that helped to improve the presentation
of this paper.

REFERENCES

T. Bowen, G. Gopal, G. Herman, T. Hickey, K. Lee, W. Mansfield, J.
Raitz, and A. Weinrib, “The datacycle architectur€dmmun. ACM
vol. 35, pp. 71-81, Dec. 1992.

T. Imielinski and B. Badrinath, “Mobile wireless computing: Challenges
in data managementCommun. ACMvol. 37, pp. 18-28, Oct. 1994.

T. Imielinski, S. Viswanathan, and B. Badrinath, “Energy efficient
indexing on Air,” ACM SIGMOD pp. 25-36, 1994.

S. R. Viswanathan, “Publishing in wireless and wireline environments,”
Ph.D. dissertation, Rutgers Univ., New Brunswick, NJ, Nov. 1994.

S. Acharya, M. Franklin, and S. Zdonik, “Dissemination-based data
delivery using broadcast disks|EEE Personal Communvol. 2, pp.
50-60, Dec. 1995.

M. H. Ammar and J. W. Wong, “The design of teletext broadcast
cycles,” Perf. Eval, vol. 5, pp. 235-242, Dec. 1985.

, “On the optimality of cyclic transmission in teletext systems,”
IEEE Trans. Communyol. COM-35, pp. 68-73, Jan. 1987.

J. W. Wong, “Broadcast deliveryProc. IEEE vol. 76, pp. 1566-1577,
Dec. 1988.

9] S. Acharya, R. Alonso, M. Franklin, and S. Zdonik, “Broadcast disks:

Data management for asymmetric communication environments,” Tech.
Rep. CS-94-43, Dep. Comput. Sci., Brown Univ., Providence, RI, Oct.
1994.

C. J. Su and L. Tassiulas, “Broadcast scheduling for information
distribution,” in Proc. IEEE INFOCOM'97 Kobe, Japan, Apr. 1997.

C.-J. Su, L. Tassiulas, and V. Tsotras, “A new method to design
broadcast schedules in a wireless communication environment,” Tech.
Rep., Inst. Syst. Res., Univ. Maryland, College Park, 1996.

S. Acharya, M. Franklin, and S. Zdonik, “Prefetching from a broadcast
disk,” in Proc. 12th Int. Conf. Data EngNew Orleans, LA, Feb. 1996.

M. H. Ammar, “Response time in a teletext system: An individual user’s
perspective,”IEEE Trans. Commun.vol. COM-35, pp. 1159-1170,
Nov. 1987.

T. Imielinski, S. Viswanathan, and B. Badrinath, “Power efficient
filtering of data on air,” inProc. 4th Int. Conf. EDBTMar. 1994.
____,“Data on air: Organization and accesiEE Trans. Knowledge
Data Eng, July 1996.

6] G. K. Zipf, Human Behavior and the Principle of Least EffortRead-

ing, MA: Addison-Wesley, 1949.
D. E. Knuth, The Art of Computer Programmingvol. 3, 2nd ed.
Reading, MA: Addison-Wesley, 1981.



1238

o
[ La

20
A B

IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 15, NO. 7, SEPTEMBER 1997

Leandros Tassiulas(S'89-M’92) was born in Ka-
terini, Greece, in 1965. He received the Diploma ir
electrical engineering from the Aristotelian Univer-
sity of Thessaloniki, Thessaloniki, Greece, in 1987
and the M.S. and Ph.D. degrees in electrical engi
neering from the University of Maryland, College
Park, in 1989 and 1991, respectively.

=

From 1991 to 1995, he was an Assistant Pro "hr
fessor in the Department of Electrical Engineering

Polytechnic University, Brooklyn, NY. In 1995, he '

joined the Department of Electrical Engineering,

Chi-Jiun Su (S'95) received the B.S. degree in
communication engineering from the National
Chiao Tung University, Hsinchu, Taiwan, R.O.C., in
1993 and the M.S. degree in electrical engineering
from Polytechnic University, Brooklyn, NY, in
1996, where he is currently a Ph.D. candidate in
the Department of Electrical Engineering.

He was awarded a Special Polytechnic Graduate
Fellowship in 1993, and was a Research Assistant
at the Center for Advanced Technology in Telecom-
munications (CATT), Polytechnic University. He is

University of Maryland, College Park, where he is now an Associate Professourrently visiting the University of Maryland, College Park, as a Faculty

He holds a joint appointment with the Institute for Systems Research, andResearch Assistant at the Institute for Systems Research. His main research
a member of the Center for Satellite and Hybrid Communication Networkisiterests include large-scale information dissemination systems, mobile
established by NASA. His research interests are in the field of compumputing, the design and management of wireless communication, and
and communication networks, with emphasis on wireless communications dngh-speed networks.
high-speed network architectures and management, in control and optimizatioMr. Su is a member of Eta Kappa Nu.
of stochastic systems, and in parallel and distributed processing.

Dr. Tassiulas received a National Science Foundation (NSF) Research
Initiation Award in 1992, an NSF Faculty Early Career Development Award in
1995, and an Office of Naval Research Young Investigator Award in 1997. He
coauthored a paper that received the IEEE INFOCOM'94 Best Paper Award.



