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Abstract. Tracking strategies for mobile users in wireless networks are studied. In order to save the cost of using the wireless

links mobile users should not update their location whenever they cross boundaries of adjacent cells. This paper focuses on three

natural strategies in which the mobile users make the decisions when and where to update: the time-based strategy, the number

of movements-based strategy, and the distance-based strategy. We consider both memoryless movement patterns and movements

with Markovian memory along a topology of cells arranged as a ring. We analyze the performance of each one of the three strate-

gies under such movements, and show the performance differences between the strategies.

1. Introduction

Future wireless networks will provide ubiquitous

communication services to a large number of mobile

users. The design of such networks is based on a cellular

architecture [6^9] that allows efficient use of the limited

available spectrum. The cellular architecture consists

of a backbone network with fixed base stations intercon-

nected through a fixed network (usually wired), and of

mobile units that communicate with the base stations

via wireless links. The geographic area within which

mobile units can communicate with a particular base

station is referred to as a cell. Neighboring cells overlap

with each other, thus ensuring continuity of communi-

cations when the users move from one cell to another.

The mobile units communicate with each other, as well

as with other networks, through the base stations and

the backbone network.

One of the important issues in cellular networks is

the design and analysis of strategies for tracking the

mobile users. In these networks, whenever there is a

need to establish communication with any particular

user, the network has first to find out which base station

can communicate with that user. This is due to the fact

that the users are mobile and could be anywhere within

the area covered by the network. This issue was consid-

ered in [1,6,2].

In [1] and [6] efficient data structures for manipulat-

ing the information regarding the locations of the

mobile users were investigated. In these works, it is

assumed that this information is sent by the mobile

users to the backbone network whenever the users move

from cell to cell. The focus in these studies is on the

trade-off between updating and retrieving information

from directories in the backbone network. Thus, the

issue considered in these works is the cost of utilizing

the wired links of the backbone network for manage-

ment of directories.

Another important issue is the cost of utilizing the

wireless links for the actual tracking of mobile users. To

illustrate this issue consider the simple tracking strate-

gies known as the Always-Update, in which each mobile

user transmits an update message whenever it moves

into a new cell, and the Never-Update, in which the

users never send update messages regarding their loca-

tion. Clearly, under the former strategy the overhead

due to transmissions of update messages is very high,

especially in networks with small cells and a large num-

ber of highly mobile users, but the overhead for finding

users is zero since the current location of each user is

always known. With the latter strategy there is no over-

head for updating but whenever there is a need to find a

particular user, a network-wide search is required, and

this overhead is very high.

These two simple strategies demonstrate the basic

trade-off that is inherent to the problem. Thus, there are

two basic operations that are elemental to tracking

mobile users ^ update and find (or search/locate).

Associated with each one of these operations there is a

certain cost. For instance, frequent updates cause high

power consumption at the mobile units and load the

wireless network. Network-wide searches load both the

backbone and the wireless networks. As demonstrated

by the two examples above, increasing one cost leads to

a decrease in the other one. In fact, the above simple

strategies are the two extreme strategies, in which one

cost is minimized and the other cost is maximized. Exist-

ing systems use either one of these two strategies or the

following combination of them (used in current cellular
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telephone networks). Each user is affiliated with some

geographic region, referred to as its home-system.

Within the home-system, the Never-Update strategy is

used. When the user moves into another region, then it

must manually register (update), and then the Never-

Update strategy is used within that region. The partition

into regions is static, and is based on the market areas

where licenses for cellular systems can be granted to

operator companies by the FCC.

Recently, the problem of utilizing efficiently the wire-

less links was considered in [2], where a new approach

according to which a subset of all cells is selected and

designated as reporting cells is presented. The idea is

that mobile users will transmit update messages only

upon entering a reporting cell, and a search for any user

will always be restricted to the vicinity of a reporting

cell ^ the one to which the user lastly reported. This

strategy is static in the sense that the location of the

reporting centers is fixed. Also, the strategy is global in

the sense that all mobile users transmit their update

messages in the same set of cells. Note that it might hap-

pen that a mobile user will transmit frequent update

messages, even if it does not move far since it can move

in and out a reporting center frequently. It can also

happen that a mobile user will not transmit update mes-

sages for long periods of time, even if it moves a lot,

since it does not enter a reporting center. The question

of where to place the reporting centers so that some cost

function is optimized is answered in [2] for various cell

topologies.

In this paper we focus on dynamic strategies in which

the mobile users transmit update messages according

to their movements and not in predetermined cells.

These strategies are local in the sense that the location

update may differ from user to user and the users them-

selves decide when and where to transmit their update

messages.

The simplest dynamic strategy that is considered is

the time-based update in which eachmobile user updates

its location periodically every T units of time, where T

is a parameter. Another dynamic strategy considered is

the movement-based update in which each mobile user

counts the number of boundary crossing between cells

incurred by its movements and when this number

exceeds a parameter M it transmits an update message.

The last dynamic strategy considered is the distance-

based update in which each mobile user tracks the dis-

tance it moved (in terms of cells) since last transmitting

an update message, and whenever the distance exceeds

a parameterD it transmits an update message.

It is not difficult to realize that from an implementa-

tion point of view the time-based strategy is the simplest

since the mobile users need to follow only their local

clocks. The movement-based strategy is more difficult

to implement since the mobile users need to be aware

when they cross boundaries between cells. The imple-

mentation of the distance-based strategy is the most dif-

ficult one since the mobile users need information

about the topology of the cellular network.

In this paper we consider both memoryless move-

ment patterns and movements with Markovian memory

along a topology of cells arranged as a ring. We analyze

the performance of each one of the three strategies

under such movements, and show the performance dif-

ferences between the strategies. In the memoryless case,

we prove that the distance-based strategy is the best

among the three strategies, and that the time-based

strategy is the worst one among them. In the Markovian

case, we show that this is not always true, as for certain

types of movement patterns the time-based strategy is

better than the movement-based strategy. In both the

memoryless and theMarkovian movement patterns, the

numerical results obtained show that the difference

between the movement-based and the time-based strate-

gies is small, and that this difference vanishes as the

update rate decreases. The results also show that the dif-

ference between the distance-based strategy and the

other two strategies is more significant.

Recently it has come to our attention that a dis-

tance-based strategy has been independently considered

in [5]. In [5] it is assumed that the users are paged with

a high rate. Since whenever the user is paged and found

the location of this user is updated, they consider the

evolution of the system between two successive pagings.

Using dynamic programming approach, an iterative

algorithm for computing the optimal value for the

parameterD is given.

The paper is organized as follows. In section 2 we

define the model. In section 3 we present the analysis

and results for the memoryless movement pattern. In

section 4 we present the analysis and results for theMar-

kovian movement pattern. Section 5 is devoted for dis-

cussion and open problems.

2. The model

Consider a cellular wireless radio system withN cells.

Two cells are called neighboring cells if a mobile user

can move from one of them to another, without crossing

any other cell. In this paper we study a ring cellular

topology in which cells i and i � 1 are neighboring cells

(in the following all arithmetics with cell indices are

moduloN). Thus, a mobile user that is in cell i, can only

move to cells i � 1 or i ÿ 1 or remain in cell i.

To model the movement of the mobile users in the

system we assume that time is slotted, and a user can

make at most one move during a slot. The movements

will be assumed to be stochastic and independent from

one user to another. For each user, we analyze two types

of movements ^ the i.i.d. (independent and identically

distributed) movement and the Markovian movement.

In the i.i.d. model, if a user is in cell i at the beginning of

a slot, then during the slot it moves to cell i � 1 with
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probability p, moves to cell i ÿ 1 with probability p, or

remains in cell i with probability 1ÿ 2p �0 < p < 1=2�,

independently of its movements in other slots. In the

Markovian model, during each slot a user can be in one

of the following three states: (i) The stationary state

�S� (ii) The right-move state �R� (iii) The left-move state

�L�. Assume that a user is in cell i at the beginning of a

slot. The movement of the user during that slot depends

on the state as follows. If the user is in state S then it

remains in cell i, if the user is in state R then it moves to

cell i � 1, and if the user is in state L then it moves to

cell i ÿ 1. Let X�t� be the state during slot t. We assume

that fX�t�; t � 0; 1; 2; . . .g is a Markov chain with tran-

sition probabilities pk;l � Prob�X�t� 1� � l=X�t� � k�

as follows: pR;R � pL;L � q, pL;R � pR;L � v, pS;R � pS;L

� p, pL;S � pR;S � 1ÿ qÿ v and pS;S � 1ÿ 2p (see

Fig. 1).

We consider three dynamic update strategies: (i)

Time-based update: Each mobile user transmits an

update message every T slots; (ii) Movement-based

update: Each mobile user transmits an update message

whenever it completesM movements between cells; (iii)

Distance-based update: Each mobile user transmits

an update message whenever the distance (in terms of

cells) between its current cell and the cell in which it last

reported is D (the act of sending an update message by

a user is referred to as reporting). We assume thatN is at

least twice the parameter of the update strategy.

The search strategy for finding a user is simple:

Whenever a user is looked for by the system, it is first

searched at the cell it last reported to, say i. If it is not

found there, then it is searched in cells i � j for every

j � 1; 2; . . . ; N=2, starting with j � 1 and continuing

upward until it is found. A search in cells i � j (for a spe-

cific j) is counted as a single operation. We assume that

the search operation is fast, and terminates within one

slot.

We assume that updates and searches are done at

the beginning of slots, such that if a user is both updat-

ing and being searched in the same slot then the update

operation precedes the search. Movements between

cells in any slot are assumed to start after all updates

and searches associated with that slot are done, and all

movements are completed by the end of the slot. A

search is assumed to take place only after the system has

reached a steady- state, and the time of search, ts, is cho-

sen independently of the evolution of the system. This

implies that the probability that the system is in a parti-

cular state at ts is the stationary probability of that

state.

The performance measures that we consider in this

paper are the expected number of update messages per

slot transmitted by a user, denoted by Ux, and the

expected number of searches necessary to locate a user,

denoted by Sx, where x 2 fD;M;Tg denotes the strat-

egy under which the measure is taken, i.e., distance-

based, movement-based and time- based, respectively.

Obviously, for update and search strategies to be good,

both measures should be kept small, as explained in the

introduction.

Since the movements of different users are indepen-

dent, it suffices to calculate the above performance mea-

sures for one user. Thus, throughout the analysis

presented in the sequel we refer to a particular user

(arbitrarily chosen).

3. The I.I.D. model

3.1. Distance-based update

Let Y �t� be the distance between the cell in which

the user is located at time t and the cell in which it last

transmitted an update message. Notice that here there is

no need to distinguish whether the user is on the left or

on the right of the cell in which it last transmitted an

update message. Clearly, fY�t�; t � 0; 1; 2; . . .g is aMar-

kov chain. Let Qd � limt!1
Prob�Y�t� � d�; d � 0; 1;

. . . ; Dÿ 1, be the stationary probability distribution of

Y �t�. The balance equations for these probabilities are

2pQ0 � pQ1 � pQDÿ1 ;

2pQ1 � 2pQ0 � pQ2 ;

2pQd � pQdÿ1 � pQd�1 ; 2 � d � Dÿ 2 ;

2pQDÿ1 � pQDÿ2 :

Solving these equations and normalizing the stationary

probabilities to sum to one, we have

Q0 �

1

D

; Qi �

2�Dÿ i�

D
2

; 1 � i � Dÿ 1 ;

fromwhich it follows that

UD � pQDÿ1 �

2p

D
2

; SD � 1�

XDÿ1

d�1

dQd � 1�

D

3

ÿ

1

3D

:

Fig. 1. State diagram of theMarkovwalk.
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The expression for UD is due to the fact that an update

message is transmitted only when the distance of the user

from the cell in which it last reported is Dÿ 1, and the

user moves in the direction that increases this distance

(which happens with probability p). The expression for

SD is true since if at the time of search the distance of the

user from the cell in which it last reported is d, then it

takes d � 1 searches until it is found.

3.2. Movement-based update

Since in each slot a user makes a move with probabil-

ity 2p and remains in the same cell with probability

1ÿ 2p, it takes on average M=2p slots to complete M

movements. Therefore,

UM �

2p

M

:

The computation of the expected number of searches

required to locate a user is more complicated in this case.

We start with the fact that given that the user has made

m �0 � m � M ÿ 1� movements since last transmitting

an update message at some cell, the probability that its

distance from that cell is d is given by

Prob�distance � djmovements � m�

�

2

m

m�d

2

� �
1

2

� �
m

; 1 �d �m , m+d even ,

0 ; otherwise .

8
<

:
�1�

The explanation for (1) is as follows. Assume that the

user last reported in cell i. To be at cell i � d after m

movements, the number of movements that the user

makes towards cell i � d must exceed by exactly d the

number of movements that it makes away from that cell.

It follows that the number of movements towards cell

i � d must be �m� d�=2. This accounts for the binomial

coefficient. Given that the user moves, the probability

that it moves in either one of the two possible directions

is 1=2, which accounts for the term �1=2�
m

. The factor of

2 is due to the fact that in order to be at distance d the

user can be either in i � d or in i ÿ d.

Let L�t� � maxf� � tj the user reported in slot �g.

Let I�t� be the number of movements that the user has

made during the slots L�t�; L�t� � 1; . . . ; tÿ 1 (if

tÿ 1 < L�t� then I�t� � 0). Recall that ts is the slot in

which a search occurs. Since a search occurs at random,

the probability that it will occur after m movements

(m � 0; 1; 2; . . . ;M ÿ 1) is uniformly distributed. There-

fore, Prob�I�ts� � m� � 1=M for all m � 0; 1; 2; . . . ;

M ÿ 1 and we have,

SM � 1�

1

M

XMÿ1

m�0

Xm

d�1

d

m

m�d

2

� �
1

2

� �
mÿ1

; �2�

where the latter sum is taken only for values of d such

that m� d is even. In Appendix A we show that the two

sums above simplify to the following:

SM � 1�

1

M

XMÿ1

m�1

m

1

2

� �
mÿ1

mÿ 1

m

2

� �
ÿ 1

� �

�3�

� 1�

1

M

X
Mÿ1

2

j�1

j

1

2

� �
2�jÿ1�

2j

j

� �

�

1

2

� �
M

M

M

2

� �

�M ; �4�

where �M � 1 ifM is even and �M � 0 otherwise.

3.3. Time-based update

With time-based update we immediately have that

UT �

1

T

since the user transmits an update message every T slots.

To compute the expected number of searches required

to locate the user we use the fact that the probability that

the user makes m movements in t slots �0 � t � T ÿ 1�

is given by

Prob�movements � mjslots � t�

�

t

m

� �
�2p�

m

�1ÿ 2p�
tÿm

; 0 � m � t :

Using (1) and the fact that Pr��tsmodT� � t� � 1=T for

all t � 0; 1; . . . ;T ÿ 1, we obtain

ST � 1�

1

T

XTÿ1

t�0

Xt

m�0

t

m

� �
�2p�

m

�1ÿ 2p�
tÿm

�

Xm

d�1

d

m

m�d

2

� �
1

2

� �
mÿ1

; �5�

where the latter sum is taken only for values of d such

that m� d is even. Changing the order of summation in

(5) and using (3) we obtain

ST � 1�

1

T

XTÿ1

m�0

XTÿ1

t�m

t

m

� �
�2p�

m

�1ÿ 2p�
tÿm

m

�

1

2

� �
mÿ1

mÿ 1

m

2

� �
ÿ 1

� �

: �6�

This will be used in the next subsection. In Appendix B

we show that (5) simplifies to

ST � 1�

2

T

XTÿ1

j�1

2j ÿ 2

j ÿ 1

� �
T

j � 1

� �

�ÿ1�
j�1

p
j
: �7�

3.4. Comparison

In this section we compare the performance of the

three strategies analyzed in the previous subsections.

We first show that the movement-based strategy is bet-

ter than the time-based strategy in the sense that for the

same expected update rate, the expected number of

searches required to locate the user is greater in the

time-based strategy. We then show that the distance-
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based strategy is better than the movement-based

strategy in a similar sense.

Since U
M
� 2p=M and U

T
� 1=T , it follows that in

order to have the same expected update rate, the param-

eters of the two strategies should satisfy T �M=2p.

Proposition "1".ForT �
M

2p

, we haveS
M
� S

T
:

Proof.Let

f �m� � m

1

2

� �

mÿ1

mÿ 1

m

2

� �

ÿ 1

� �

; �8�

a�m� �

X

Tÿ1

t�m

t

m

� �

�2p�

m�1

�1ÿ 2p�

tÿm

: �9�

From (3) and (6) it follows that

S
M
� 1�

1

M

X

Mÿ1

m�0

f �m� ;

S
T
� 1�

1

M

X

Tÿ1

m�0

a�m�f �m� :

We first show that a�m� < 1. This is true since

a�m� �

X

Tÿmÿ1

i�0

m� i

m

� �

�2p�

m�1

�1ÿ 2p�

i

< �2p�

m�1

X

1

i�0

m� i

m

� �

�1ÿ 2p�

i

� �2p�

m�1
1

�2p�

m�1

� 1 ;

where the second equality is by [3] (page 199,

eq. (5.56)). Thus we have

S
M
� 1�

1

M

X

Mÿ1

m�0

a�m�f �m� �

1

M

X

Mÿ1

m�0

�1ÿ a�m��f �m�

� 1�

1

M

X

Mÿ1

m�0

a�m�f �m� � f �M ÿ 1�

1

M

X

Mÿ1

m�0

�1ÿa�m��

� 1�

1

M

X

Mÿ1

m�0

a�m�f �m� � f �M ÿ 1�

1

M

X

Tÿ1

m�M

a�m�

� 1�

1

M

X

Mÿ1

m�0

a�m�f �m� �

1

M

X

Tÿ1

m�M

a�m�f �m�

� S
T
:

The first and the second inequalities follow from the

fact that f �m� is a non-decreasing function ofm. This can

be seen by using (8) to obtain

f �m� 1�

f �m�

�

1� 1=m m even ,

1 m odd .

�

The second equality follows from the fact that

P

Tÿ1

m�0

a�m�

M

� 1. This fact implies that

1

M

P

Tÿ1

m�M
a�m�

� 1ÿ
1

M

P

Mÿ1

m�0
a�m� �

1

M

P

Mÿ1

m�0
�1ÿ a�m�� : p

We now turn to compare the distance-based strategy

with the movement-based strategy. Since U
M
� 2p=M

and U
D
� 2p=D

2

, it follows that in order to have the

same expected update rate, the parameters of the two

strategies should satisfyM � D

2

.

Proposition "2".ForM � D

2

,

(a) S
D
� S

M
;

(b) lim

D!1

S
M
=S

D
�

��������

8=�

p

� 1:56:

Proof.From (4) we have that

S
M
� 1�

1

D
2

X

D

2

ÿ1

2

j�1

j

1

2

� �

2�jÿ1�

2j

j

� �

� 1�

1

D
2

X

D

2

ÿ1

2

j�1

4

���

�

p e

ÿ
1

6

��

j

p

� 1�

1:89

D
2

1�

Z D

2

ÿ1

2

1

���

x

p

dx

 !

� 1�

0:63

D
2

1�

1

���

2

p �D

2

ÿ 1�

3

2

� �

; �10�

where in the second inequality we used Stirling's bound

[3].

Define g�D� � 1��0:63=D
2

��1��1=

���

2

p

��D
2

ÿ 1�

3=2

�

and h�D� � S
D
� 1�D=3ÿ 1=3D. Note that g�1�

� 2:89 > 1 � h�1�; g�2� � 3:94 > 3 � h�2�. Further-

more, g

0

�D� � h

0

�D� for all D � 2, which completes the

proof of part (a).

Part (b) is obtained from (4) by using Stirling's

approximation [3] �j! �
�������

2�j

p

� j=e�
j

� and the fact that

P

n

j�1

��

j

p

�
2

3

n

3=2
. p

Part (b) of Proposition 2 indicates that when the

update rate decreases, the expected number of searches

necessary to locate the user in the movement-based

strategy is larger than this number in the distance-based

strategy by a factor of about 1.56. One can show equiva-

lently that if the two strategies have the same expected

number of searches necessary to locate the user, then

when this number increases, the expected update rate in

Fig. 2. Cost of search S
x
vs. update rate U

x
in the i.i.d. model for

p � 0:05.
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the movement-based strategy is larger than this number

in the distance-based strategy by a factor of about

2.43.

Numerical results

The trade-off between the two costs considered

above, i.e., the expected number of update messages per

slot transmitted by a user, Ux, and the expected number

of searches necessary to locate a user, Sx, is depicted in

Figs. 2 and 3. It can be seen that the distance-based

strategy is better than the two other strategies. For

example, to achieve a cost of search equals to 3, the

update rate under the movement-based strategy is more

than 2.5 times the update rate under the distance-based

strategy (the same is true for the time-based strategy). It

is also evident that the difference between the move-

ment-based and the time-based strategies is not signifi-

cant, and that this difference is vanishing as the update

rate decreases.

4. TheMarkovian model

4.1. Distance-based update

Let Y�t� be the distance between the cell in which

the user is located at time t and the cell in which it last

transmitted an update message. In the Markovian

model it is important to distinguish whether the user is

on the right (positive Y�t�) or on the left (negative Y �t�)

of the cell in which it last reported. Clearly,

f�Y�t�;X�t��, t � 0; 1; 2, . . .g is a Markov chain. Let

Qd;x � limt!1 Prob�Y �t� � d, X�t� � x�, d � 0; 1, . . .,

Dÿ 1, x 2 fS;R;Lg be the stationary probability distri-

bution of this Markov chain. The balance equations

for these probabilities are

Q0;R � pQ0;S � qQDÿ1;R � vQÿ�Dÿ1�;L

� qQÿ1;R � vQ1;L ;

2pQ0;S � �1ÿ qÿ v��QDÿ1;R �Q
ÿ�Dÿ1�;L

�Qÿ1;R �Q1;L� ;

2pQd;S � �1ÿ qÿ v��Qdÿ1;R �Qd�1;L� ;

1 � d � Dÿ 2 ;

Qd;R � pQd;S � qQdÿ1;R � vQd�1;L ; 1 � d � Dÿ 2 ;

Qd;L � pQd;S � vQdÿ1;R � qQd�1;L ; 1 � d � Dÿ 2 ;

2pQDÿ1;S � �1ÿ qÿ v�QDÿ2;R ;

QDÿ1;R � pQDÿ1;S � qQDÿ2;R ;

QDÿ1;L � pQDÿ1;S � vQDÿ2;R ;

and from symmetry considerations we have

Qd;R � Qÿd;L ; ÿ�Dÿ 1� � d � �Dÿ 1� ;

Qd;S � Qÿd;S ; 1 � d � �Dÿ 1� :

Solving these equations and normalizing the stationary

probabilities so that their sum is onewe have

Qd;R �

p��Dÿ d��1ÿ q� v� � 2�qÿ v��

D�1� 2pÿ qÿ v��D�1ÿ q� v� � 2�qÿ v��

;

0 � d � Dÿ 1 ;

Qd;L �

p�Dÿ d��1ÿ q� v�

D�1� 2pÿ qÿ v��D�1ÿ q� v� � 2�qÿ v��

;

1 � d � Dÿ 1 ;

Qd;S �

�1ÿ qÿ v���Dÿ d��1ÿ q� v� � �qÿ v��

D�1� 2pÿ qÿ v��D�1ÿ q� v� � 2�qÿ v��

;

1 � d � Dÿ 1 ;

Q0;S �

1ÿ qÿ v

D�1� 2pÿ qÿ v�

:

The user reports at slot t if and only if either Y �tÿ 1�

� Dÿ 1 and X�tÿ 1� � R or Y�tÿ 1� � ÿ�Dÿ 1� and

X�tÿ 1� � L. ThereforeUD � 2QDÿ1;R, i.e.,

UD �

2p�1� qÿ v�

D�1� 2pÿ qÿ v��D�1ÿ q� v� � 2�qÿ v��

:

Since the number of searches required to locate a user is

just

SD � 1�

XDÿ1

i�ÿ�Dÿ1�

jij�Qi;S �Qi;R �Qi;L�

� 1� 2

XDÿ1

i�1

i�Qi;S �Qi;R �Qi;L� ;

we have that

Fig. 3. Cost of search Sx vs. update rate Ux in the i.i.d. model for

p � 0:25.
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SD � 1�

�Dÿ 1��D� 1ÿ �qÿ v��Dÿ 2��

3�Dÿ �qÿ v��Dÿ 2��

:

4.2. Movement-based update

Let Y�t� be the distance between the cell in which

the user is located in slot t and the cell in which it last

transmitted an update message. As before, positive

(negative) Y�t� indicates the user is on the right (left) of

the cell in which it last transmitted an update message.

Clearly, ÿ�Mÿ1��Y�t��Mÿ1. Let L�t��maxf�� t j

the user reported in slot �g. Let I�t� be the number of

movements that the user has made during the slots L�t�;

L�t� � 1; . . . ; tÿ 1 (if tÿ 1 < L�t� then I�t� � 0).

Clearly, 0 � I�t� �M ÿ 1.

To compute the expected number of update messages

per slot transmitted by the user, UM, we focus on the

Markov chain f�I�t�;X�t��, t � 0; 1; 2; . . .g with the sta-

tionary probabilities Qm;x � limt!1 Prob�I�t� � m;

X�t� � x�, m � 0; 1, . . ., Mÿ1, x 2 fS;R;Lg. The fol-

lowing balance equations will be used shortly.

Qiÿ1;R �Qiÿ1;L � Qi;R �Qi;L ; i � 0; 1; . . . ;M ÿ 1 ;

�1ÿ qÿ v��Qiÿ1;R �Qiÿ1;L� � 2pQi;S ;

i � 0; 1; . . . ;M ÿ 1 ;

where i ÿ 1 is computed modulo M. The user transmits

an update message at slot t if and only if I�tÿ 1�

� M ÿ 1 andX�tÿ 1� is eitherR orL. Therefore,

UM � QMÿ1;R �QMÿ1;L � Q0;R �Q0;L �

1

M

ÿQ0;S

�

1

M

ÿ

1ÿ qÿ v

2p

QMÿ1;R �QMÿ1;L

ÿ �

�

1

M

ÿ

1ÿ qÿ v

2p

UM :

The second and fourth equalities follow from the above

balance equations. The third equality follows from the

fact that Qm;R �Qm;S �Qm;L � 1=M for all m, which

follows from symmetry considerations. Solving for UM

we have

UM �

2p

M�1� 2pÿ qÿ v�
:

To compute the expected number of searches neces-

sary to locate a user, SM , we will consider an embedded

Markov chain that ignores the states in which the user

does not move. To that end, let J�t; t
0
� be the number of

movements that the user has made during the slots

L�t�;L�t� � 1; . . . ; t
0
ÿ 1. Recall that ts is the slot in

which a search occurs. Let tm � maxft � L�ts�jJ�ts; t�

� mg. The embedded Markov chain is f�Y�tm�;X�tm��,

m � 0; 1; 2, . . .g.

Let Pm�d; xjx
0
��Prob�Y�tm��d, X�tm��xjX�t0� �x

0
�

(note that from the definition of tm it follows that Y�t0�

� 0). Define ^Pm�d; xjx
0
� � Pm�d; xjx

0
� � Pm�ÿd;xjx

0
�

for d > 0, and let ^Pm�djx
0
� � ^Pm�d;Rjx

0
� �^Pm�d; Ljx

0
�.

By symmetry considerations we have that ^Pm�djR�

� ^Pm�djL�, for all d > 0 and m � 0. The probability

that a user will be at an absolute distance d (from the

cell in which it last transmitted an update message) at

time tm, namely aftermmovements, is therefore,

^Pm�d� �
^Pm�djR�Prob�X�t0� � R�

� ^Pm�djL�Prob�X�t0� � L� � ^Pm�djR� : �11�

Returning now to the original Markov chain, we

have

Prob�Y�ts� � d� �

XMÿ1

m�0

Prob�Y�ts� � djI�ts� � m�

� Prob�I�ts� � m� �12�

�

XMÿ1

m�0

^Pm�d� �

1

M

: �13�

Therefore, the expected number of searches required to

locate the user is

SM � 1�

1

M

XMÿ1

m�0

XMÿ1

d�1

d ^Pm�d� ;

where the latter sum is taken only for d �m even.

To complete the computation we only need to have

the quantities Pm�d; RjR� and Pm�d; LjR� for 0 � d; m

�Mÿ1. Defining ���1�qÿv�=2 and ���1ÿq�v�=2

we have that,

P0�0;RjR� � � ;

P0�0;LjR� � � ;

P0�d; xjR� � 0 ; d 6� 0; x 2 fR;Lg ;

Pm�d;RjR� � �Pmÿ1�d ÿ 1;RjR� � �Pmÿ1�d � 1;LjR� ;

m � 1 ; ÿ�M ÿ 1� � d � M ÿ 1 ;

Pm�d;LjR� � �Pmÿ1�d ÿ 1;RjR� � �Pmÿ1�d � 1;LjR� ;

m � 1 ; ÿ�M ÿ 1� � d �M ÿ 1 :

It is obvious that these probabilities can be computed

recursively from the above relations. Using transform

techniques, one can obtain (rather complicated) closed-

form expressions for these probabilities.

4.3. Time-based update

As in the i.i.d. case, with time-based update we have
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UT �

1

T

since the user transmits an update message every T slots.

We now compute the expected number of searches

required to locate the user. As in the previous subsection,

let L�t� � maxf� � t j the user reported in slot �g. Let

Y�t� be the distance between the cell in which the user is

located in slot t and the cell in which it last reported.

Recall that ts is the slot in which the user is being

searched. Thenwe have

ST � 1�

1

T

XTÿ1

t�0

Xt

d�ÿt

jdj Prob�Y �ts�

� dj�ts mod T� � t� :

The probabilities Prob�Y �ts� � dj�ts modT� � t� are

determined as follows. Let Q
x

t
�d��Prob�Y �ts�

� djX�L�ts�� � x; �ts modT� � t�. Then for t � 0; 1;

. . . ;T ÿ 1 and d � ÿt;ÿ�tÿ 1�; . . . ; 0; . . . ; t, we have,

Prob�Y �ts� � dj�ts modT� � t� � ��S�Q
S

t
�d�

� ��R�Q
R

t
�d� � ��L�Q

L

t
�d� ;

where ��x� is the stationary probability of being in state

x, i.e.,

��S� �
1ÿ qÿ v

1� 2pÿ qÿ v
;

��R� � ��L� �
p

1� 2pÿ qÿ v
:

The probabilities Q
x

t
�d� are computed for t � 0; 1; . . . ;

T ÿ 1 and d � ÿt;ÿ�tÿ 1�; . . . ; 0; . . . ; t, via the follow-

ing recursion.

Q
S

t
�d� � �1ÿ 2p� Q

S

tÿ1
�d� � p Q

L

tÿ1
�d� � p Q

R

tÿ1
�d� ;

�14�

Q
R

t
�d� � �1ÿ qÿ v� Q

S

tÿ1
�d ÿ 1� � q Q

R

tÿ1
�d ÿ 1�

� v Q
L

tÿ1
�d ÿ 1� ; �15�

Q
L

t
�d� � �1ÿ qÿ v� Q

S

tÿ1
�d � 1� � q Q

L

tÿ1
�d � 1�

� v Q
R

tÿ1
�d � 1� �16�

initiatedwith

Q
R

0

�d� � Q
L

0

�d� � Q
S

0

�d� � ��d� ;

where ��d� � 1 if d � 0 and ��d� � 0 otherwise.

The explanation for (14) is as follows. Given that in

slot L�ts� (the slot in which the user last reported) the

user is in state S, the user will be in slot L�ts� � 1 in state

S with probability �1ÿ 2p�, in state L with probability

p, and in state R with probability p. Given that in slot

L�ts� � 1 the user is in state x (x 2 fS; R; Lg) and that

�ts mod T� � t, the probability that in slot ts the user

will be at distance d from the cell in which it last

reported is Q
x

tÿ1
�d�. The explanations for (15) and (16)

are similar.

4.4. Numerical results

The trade-off between the two costs considered

above, i.e., the expected number of update messages per

slot transmitted by a user, Ux, and the expected number

of searches necessary to locate a user, Sx, is depicted in

Figs. 4 and 5. As in the i.i.d. case, it can be seen that the

distance-based strategy is better than the other two stra-

tegies. However, it is interesting to note that unlike in

the i.i.d. model, in the Markovian model there are cases

in which the time-based strategy is better than the move-

ment-based strategy (see Fig. 5). It seems that this phe-

nomenon occurs when the movement pattern is

``restless and erratic'', i.e.,when p and q are small, and v

is close to 1. Note also that as in the i.i.d. case, the differ-

ence between the movement-based and the time-based

strategies seems to vanish as the update rate decreases.

5. Discussion

In this paper we focus on three natural dynamic

tracking strategies, namely, the distance-based, the

Fig. 4. Cost of search Sx vs. update rate Ux in the Markovian model

for q � 0:8, v � 0:1, p � 0:1.

Fig. 5. Cost of search Sx vs. update rate Ux in the Markovian model

for q � 0:1, v � 0:8, p � 0:1.
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movement-based and the time-based strategies. We con-

sidered a network in which the cells are arranged in a

ring topology, and analyzed the performance of each

one of the three strategies under a memoryless and a

Markovian movement patterns.

In the memoryless case, we proved that the distance-

based strategy is the best among the three strategies,

and that the time-based strategy is the worst one among

them. In the Markovian case, we showed that this is

not always true, as for certain types of movement pat-

terns the time-based strategy is better than the move-

ment-based strategy. In both the memoryless and the

Markovian movement patterns, the numerical results

obtained show that the difference between the move-

ment-based and the time-based strategies is small, and

that this difference vanishes as the update rate

decreases. The difference between the distance-based

strategy and the other two strategies is more signifi-

cant.

There are a number of problems that are not

addressed in this work, which could be the subject of

further research. In this paper we considered only a ring

topology. However, the ideas and techniques used here

seem to be extendable to other topologies, such as a grid

graph. Another possible extension could be to consider

other walking patterns of the users, and other strategies.

In particular, one could adopt a combination of all or

some of the strategies considered in this paper. Finally,

the cost defined here for the search operation is only one

reasonable possibility. It is interesting to see how the

results would change (if at all) if this cost is defined dif-

ferently.

Appendix A

The goal is to simplify (2),

S
M
� 1�

1

M

XMÿ1

m�0

Xm

d�0

d

m

m�d

2

� �
1

2

� �
mÿ1

;

where the sum is taken only for values of d such that

m� d is even.

Letm� d � 2kwith k an integer. Then,

S
M
� 1�

1

M

XMÿ1

m�0

1

2

� �
mÿ1 Xm

k�

m

2
d e

�2kÿm�

m

k

� �

� 1�

1

M

XMÿ1

m�0

1

2

� �
mÿ1

� 2m

Xm

k�

m

2
d e

mÿ 1

kÿ 1

� �
ÿm

Xm

k�

m

2
d e

m

k

� �2

4

3

5

� 1�

1

M

XMÿ1

m�0

m

1

2

� �
mÿ1 Xm

k�

m

2
d e

2

mÿ 1

kÿ 1

� �
ÿ

m

k

� �� �

�1�

1

M

XMÿ1

m�0

m

1

2

� �
mÿ1 Xm

k�

m

2
d e

mÿ 1

kÿ 1

� �
ÿ

mÿ 1

k

� �� �

�1�

1

M

XMÿ1

m�1

m

1

2

� �
mÿ1

mÿ 1

m

2

� �
ÿ 1

� �
: �17�

The last equality follows from the telescopic nature of

the second summation. This shows that (2) simplifies to

(3). Summing first only even values of m in the above

expression, i.e., takingm � 2l for an integer l we have

1

M

X
Mÿ1

2

l�1

2l

1

2

� �
2lÿ1

2l ÿ 1

l ÿ 1

� �
�

1

M

X
Mÿ1

2

l�1

l

1

2

� �
2lÿ1

2l

l

� �
:

Next, summing the odd values of m, i.e., taking

m � 2l ÿ 1 for an integer lwe have

1

M

X
M

2

l�1

�2l ÿ 1�

1

2

� �
2lÿ2

2l ÿ 2

l ÿ 1

� �
�

1

M

X
M

2

l�1

l

1

2

� �
2lÿ1

2l

l

� �
:

The odd case is identical to the even case when M is

odd. When M is even, only the odd case contributes to

the summation. Thus we obtain that (2) simplifies to

(4),

S
M
� 1�

1

M

X
Mÿ1

2

j�1

1

2

� �
2�jÿ1�

2j

j

� �
j �

1

2

� �
M

M

M

2

� �
�
M

;

where �
M
� 1 ifM is even and �

M
� 0 otherwise.

Appendix B

The goal is to simplify (5),

S
T
� 1�

1

T

XTÿ1

t�0

Xt

m�0

t

m

� �
�2p�

m

�1ÿ 2p�
tÿm

�

Xm

d�0

d

m

m�d

2

� �
1

2

� �
mÿ1

;

where the sum is taken only for values of d such that

m� d is even.

Rearranging (5) we obtain

S
T
�1�

2

T

XTÿ1

m�1

Xm

d�1

XTÿ1

t�m

d

t

m

� �
m

m�d

2

� �
p

m

�1ÿ 2p�
tÿm

�1�

2

T

XTÿ1

m�1

Xm

d�1

XTÿ1

t�m

d

t

m

� �
m

m�d

2

� �
p

m

Xtÿm

j�0

tÿm

j

� �
�ÿ2p�

j

�1�

2

T

XTÿ1

m�1

Xm

d�1

XTÿ1

t�m

d

t

m

� �
m

m�d

2

� �Xt

j�m

tÿm

j ÿm

� �
�ÿ2�

jÿm

p

j

�1�

2

T

XTÿ1

j�1

Xj

m�1

Xm

d�1

XTÿ1

t�j

d

m

m�d

2

� �
t

m

� �
tÿm

j ÿm

� �
�ÿ2�

jÿm

p

j

:
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Since we need the above expression to simplify to (7) we

have to show that,

Xj

m�1

Xm

d�1

XTÿ1

t�j

d

m

m�d

2

� �
t

m

� �
tÿm

j ÿm

� �

�ÿ1�
1ÿm

2
jÿm

�

2j ÿ 2

j ÿ 1

� �
T

j � 1

� �

: �18�

To simplify the left hand side of (14) we prove the

following identity:

XTÿ1

t�j

t

m

� �
tÿm

j ÿm

� �

�

j

m

� �
T

j � 1

� �

: �19�

Proof. Identity (19): By [3] (page 174, eq. (6)) we get

that
t

m

ÿ �
�
tÿm

jÿm
� �

j

m

ÿ �
�
t

j

�, and therefore,

XTÿ1

t�j

t

m

� �
tÿm

j ÿm

� �

�

j

m

� �XTÿ1

t�j

t

j

� �

:

The claim follows since by [3] (p. 174, eq. (9)) we get

that
P

Tÿ1

t�j
�
t

j

� � �
T

j�1
�. p

Consequently, it remains to show that

Xj

m�1

j

m

� �

�ÿ1�
1ÿm

2
jÿm

Xm

d�1

d

m

m�d

2

� �

�

2j ÿ 2

j ÿ 1

� �

: �20�

We now partition the left hand side of (20) into two

cases: In the even case d � 2l and m � 2i where l and i

are integers and in the odd case d � 2l ÿ 1 and

m � 2i ÿ 1 where l and i are integers. Thus, the left hand

side of (20) becomes

ÿ 2
j

X
j

2

i�1

1

2

� �2i
j

2i

� �Xi

l�1

2l
2i

i � l

� �

� 2
j

X
j�1

2

i�1

1

2

� �2iÿ1
j

2i ÿ 1

� �Xi

l�1

�2l ÿ 1�
2i ÿ 1

i � l ÿ 1

� �

:

To simplify this expression we need the following two

identities. We prove only the first identity, the proof for

the second identity follows similar arguments.

Xi

l�1

l

2i

i � l

� �

�

i

2

2i

i

� �

; �21�

Xi

l�1

�2l ÿ 1�
2i ÿ 1

i � l ÿ 1

� �

�

i

2

2i

i

� �

: �22�

Proof. Identity (21): First we replace l by l � i ÿ i and

get that the left hand side is

Xi

l�1

�l � i�

2i

i � l

� �

ÿ i

Xi

l�1

2i

i � l

� �

:

Since �l � i�
2i

i�l

� �
� 2i

2iÿ1

i�lÿ1

� �
it follows that the left

hand side is

2i

Xi

l�1

2i ÿ 1

i � l ÿ 1

� �

ÿ i

Xi

l�1

2i

i � l

� �

:

Since
P

y

x�1

y

x

ÿ �
� 2

y

and
y

x

ÿ �
�

y

yÿx

� �
, it follows that

P
i

l�1

2iÿ1

i�lÿ1

� �
�

2
2iÿ1

2
and that

P
i

l�1

2i
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Therefore, the left hand side is
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Using identities (21) and (22), the left hand of (20)

becomes
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It remains to show that for an even j
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and for an odd j
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We only prove (23), the proof for (24) is similar. We

need the following two identities. Again since they are

similar we are going to prove only the first one.
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Proof. Identity (25): By the definition of
x
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it follows
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side of (25) is equal to
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Wenowuse the following identity [3] (eq. (5.38)),
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We obtain identity (25) by replacing k with i ÿ 1 and n

by j ÿ 1. p

Plugging identities (25) and (26) in (23), it remains

to prove that
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Again by the definition of
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we get
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Proof. Identity (28):
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