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for PCS Networks
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Abstract—We study a dynamic mobility management scheme:
the movement-based location update scheme. An analytical model
is applied to formulate the costs of location update and paging in
the movement-based location update scheme. The problem of min-
imizing the total cost is formulated as an optimization problem that
finds the optimal threshold in the movement-based location update
scheme. We prove that the total cost function is a convex function of
the threshold. Based on the structure of the optimal solution, an ef-
ficient algorithm is proposed to find the optimal threshold directly.
Furthermore, the proposed algorithm is applied to study the effects
of changing important parameters of mobility and calling patterns
numerically.

I. INTRODUCTION

OVER the last decade, deployment of mobile communi-
cations has been phenomenal. The integration of mobile

communications and computing results in a new distributed net-
work, referred to as a mobile computing system. Personal com-
munication service (PCS) networks [6], [8], [7], [15] are new
mobile communication systems which will enable users to eco-
nomically transfer any form of information between any desired
locations at any time. In a PCS network, a given geographically
serviced area is divided into cells. In each cell, there is a base
station which is used to communicate with mobile users over
preassigned radio frequencies. Groups of several cells are con-
nected to a mobile switching center (MSC) through which the
calls are then routed to the telephone networks. MSC is a tele-
phone exchange specially assembled for mobile applications. It
interfaces between the mobile phones (via base stations) and the
public switched telephone network (PSTN) or public switched
data network (PSDN), which makes the mobile services widely
accessible to the public.

Mobility management, i.e., how to track the mobile users that
move from place to place in PCS networks is one of the most
important issues in PCS networks [3], [5], [16], [8], [10], [12].
The mobile users are the subscribers that use either the automo-
bile or hand held telephones or portable computers to send and
receive calls.
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Two basic operations are involved in mobility management:
location updateand paging. Location update is the process
through which system tracks the location of mobile users that
are not in conversations. The up-to-date location information
of a mobile user is reported by the mobile user dynamically. A
location area may include one or more cells. When an incoming
call arrives, the system searches for the mobile user by sending
polling signals to cells in the location area. This searching
process is referred to as paging. In a PCS network, the location
information of each mobile user is stored in a location database.
The location database entry of a mobile user is updated when
the mobile user performs a location update or a paging during
a call delivery to the mobile user. To perform location update
or paging will incur a significant amount of cost (e.g., wireless
bandwidth and processing power at the mobile users, the base
stations and databases). It is known that a large location area
will result in a decrease in the cost of location update and an
increase in the cost of paging in PCS networks, and vice versa
[1]–[4], [12]. To determine the size of the location area is a
critical problem for minimizing the total cost of the location
update and paging.

In the existing PCS networks, the size of a location area is
fixed. Every cell in a location area pages each time when a
call arrives for any mobile user currently registered in the lo-
cation area. This is a static location update and paging scheme
in the sense that the location area is determineda priori. Under
the static schemes, however, a mobile user located close to the
boundary of a location area may perform excessive location up-
dates as he moves back and forth between two location areas.

Dynamic location update schemes are proposed for dealing
with the problems of the static schemes. In the dynamic
schemes, the location area size is determined dynamically
according the changes of mobility and calling patterns of
mobile users. Three kinds of dynamic location update schemes:
distance-based, movement-based, and time-based, have been
proposed [4].

1) Distance-based location update: Location update is per-
formed whenever the distance (in terms of number of
cells) between the current cell for the mobile user and the
last cell in which the update is performed is. So the lo-
cation area is an area in which the central cell is the last
cell where the last update occurs surrounded byrings of
cells.

2) Movement-based location update: Location update is
performed whenever the mobile user completesmove-
ments between cells. The valueis called the location
update movement threshold. When an incoming call
arrives, the system pages a location area including all
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cells within a distance from the last registered location
of the called mobile user.

3) Time-based location update scheme: Location update is
performed every units of time. The size of the location
area is calculated according to the mobility of the mobile
user in the scheme.

It has been pointed out that the movement-based location up-
date scheme may be the most practical one since it is effective
and easily implemented under the framework of current PCS
networks [3].

In this paper, we study how to determine the optimal move-
ment threshold in the movement-based location update scheme.
An analytical model for studying the performance of the move-
ment-based location update scheme is proposed by Akyildix
et al. [3]. However, there is no consideration on the way to de-
termine the optimal movement threshold. We note that it is
critically important to determine the optimal thresholdand
then the size of a location area, in order to minimize the total
costs of location update and paging. Also we note that in order
to implement the movement-based location update dynamically,
the value of the thresholdshould be determined dynamically
on a per-user basis such that each mobile user is assigned a
movement threshold that is optimal based on its current mo-
bility and call arrival parameters. Because of limited computing
power and energy supply of a mobile user, it is highly desirable
to have an effective algorithm for the computation of the optimal
threshold.

Consider a PCS network with the same size of cells. A mobile
terminal resides in each cell it visits for a generally distributed
time interval and then moves on to the next cell. When a mobile
user leaves a cell, there is an equal probability that any one of
the immediate neighboring cells is selected as the destination.
The movement-based location update scheme is considered in
this paper. Assume that incoming call arrivals to each mobile
user follow a Poisson process. When a call for a mobile user ar-
rives, the network initiates the user paging process to locate the
called mobile user. The problem of minimizing the total cost
of location update and paging is formulated as an optimization
problem that finds the optimal threshold in the movement-based
location update scheme. We prove that the total cost function is
a convex function of the threshold and there is a unique solution
to the optimization problem. The structure of the optimal solu-
tion is studied. Then an effective algorithm is proposed to solve
the optimization problem. Furthermore, by using the proposed
algorithm, the effects of changing the important parameters of
mobility and calling patterns: call-to-mobility ratio, location up-
date cost, polling cost, and the cell residence time variance on
the optimal threshold are studied. It is shown that the op-
timal threshold decreases as the call-to-mobility increases. An
increase in update cost (or a decrease in polling cost) may cause
an increase in the optimal threshold. It is also shown that the
effect of cell residence time variance on the optimal threshold
is not significant. These numerical experiments provide insights
into the structure of the optimal movement-based location up-
date scheme.

The rest of this paper is organized as follows. Modeling and
system description is presented in Section II. Section III formu-
lates the costs of location update and paging in PCS networks.

Fig. 1. Hexagonal configuration.

The problem of minimizing the total cost is formulated as an op-
timization problem that finds the optimal threshold in the move-
ment-based location update scheme. The structure of the op-
timal solution is discussed in Section IV. Section V presents the
proposed algorithm. The effects of changing important parame-
ters of mobility and calling patterns on the optimal solution are
studied in Section VI. Section VII concludes this paper.

II. M ODELING AND SYSTEM DESCRIPTION

We assume that the PCS network coverage area is divided into
cells of the same size. A mobile terminal resides in each cell it
visits for a generally distributed time interval and then moves
on to the next cell. We denote the probability density function
of the cell residence time by which has Laplace–Stieltjes
transform and mean . When a mobile user leaves
a cell, there is an equal probability that any one of the imme-
diate neighboring cells is selected as the destination. The move-
ment-based location update scheme is considered in this paper.
In this scheme, a location update occurs by a mobile user when
the number of cell boundary crossing since the last location up-
date registration equals a threshold value. We definethe center
cell to be the cell where the last location registration occurred.
Assume that incoming call arrivals to each mobile user follow
a Poisson process with rate. As soon as a call for a mobile
user arrives, the network initiates the user paging process to lo-
cate the called mobile user. The paging area is the covering area
within a distance from the center cell where the last loca-
tion registration of the mobile user occurred.

Both the popular hexagonal cell configuration and the mesh
cell configuration are studied in this paper. For the hexagonal
cell configuration, cells are hexagonal shaped and each cell has
six neighbors (in Fig. 1). For the mesh cell configuration, cells
are square shaped and each cell has exactly four neighbors (in
Fig. 2). The size of each cell is determined based on the number
of mobile channels available per cell and the channel allocation
scheme used. The location tracking mechanism can be applied
in both the macrocell environment where cell radius is in terms
of several kilometers and microcell environment where cell ra-
dius is in terms of hundreds of meters. In this paper, the size and
shape of cells are indirectly reflected by the cell residence time
value. If the size of cells is small, the mean residence time will
be relatively small, and vice versa.
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Fig. 2. Mesh configuration.

In Figs. 1 and 2, there are many rings of cells. The innermost
ring (i.e., ring 0) consists of only the center cell in the move-
ment-based location update scheme. Ring 0 is surrounded by
ring 1, which in turn is surrounded by ring 2, and so on. For a
given center cell, we denote the set of cells in theth
ring by . We have to note that in a real PCS network, the cells
may have different shapes and sizes. The rings associated with
a given center may have different irregular shapes. For demon-
stration purpose, we assume that homogeneous cells are used.
Thedistanceis measured in terms of number of rings such that
the distance between a given center cell to the cells belonging to
set is rings. The number of cells in ring, denoted by ,
is given as follows:

for hexagonal configuration

for mesh configuration

(1)

In the work presented by Akyildixet al.[3], a selective paging
scheme is applied. In the selective paging scheme, the paging
area is divided into a number of subareas and the paging pro-
cedure is performed from one subarea to another. In existing
cellular systems, however, all cells in the paging area (orloca-
tion area) are paged each time when an incoming call arrives
[7], [10]. Here, we only consider the latter paging scheme.

III. PROBLEM FORMULATION

In this section, we formulate the costs of location update and
paging in the dynamic movement-based location scheme. The
problem of minimizing the total cost of location update and
paging is formulated as an optimization problem.

A. Cost of Location Update

Let the movement threshold for the location update scheme is
. Under the movement-based location update scheme, the lo-

cation update is performed after theth cell boundary crossing
since the last location registration. Assume that the cost for per-
forming a location update is , which account for
the wireless and wireline bandwidth utilization and the compu-
tational requirements in order to process the location update.
The realistic value of may be obtained by considering the

Fig. 3. Timing diagram.

cost of utilization of corresponding wireless and wireline band-
width and the computational requirements in order to process
the location update such as updating a database entry in the cor-
responding database and counting the number of movement by
the mobile user in the movement-based location update policy.

Denote the probability that there areboundary crossings be-
tween two call arrivals by . Let be the expected location
update cost per call arrival. It is the average number of location
update per call arrival in the movement-based location update
multiplied by the cost for performing a location update, which
is given by

(2)

Note that the probability density function of the cell residence
time has Laplace–Stieltjes transform , mean . The
call arrival to each mobile user is a Poisson process with rate

. With the above parameters, we can obtain the probability
in the similar way as shown in [13]. To make the paper

self-contained, we provide the following calculation.
1) Calculation of : Consider the timing diagram shown

in Fig. 3. Denote by the interval between two consecutive
phone calls to a mobile user. Without loss of generality, we
suppose that the mobile user resides in a cellwhen the pre-
vious phone call arrived. After the phone call,visits another
cell’s, and resides in theth cell for a period .
Let be the interval between the arrival of the previous phone
call and the time whenmoves out of . Let be the interval
between when enters cell and when the next phone call ar-
rives. Let be an independent identically distributed random
variable with a general distribution , the density func-
tion and the Laplace–Stieltjes Transform

(3)

Let and be the density function of and ,
respectively. Let and . Since we
assume that the incoming phone call is a Poisson process, we
have

(4)
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From the memoryless property of the exponential distribu-
tion, has the same exponential distribution asfor all .
Furthermore, from the random observer property [14], we have

(5)

The Laplace–Stieltjes Transform for the distribution is

(6)

The probability that moves across cell’s between
two phone calls is derived for and as follows.

For , we have

Pr

(7)

where , which is referred to as the call-to-mobility
ratio (CMR)[3], [11], [12]. Note that a mobile user has smaller
mean cell residence time than the mean call arrival time interval
to the mobile user if , and vice versa. That is, the smaller
the CMR, the higher the mobility that a mobile user has.

For , we have

Pr

Pr Pr

(8)

Pr , Pr , and Pr are
derived as follows.

Pr

(9)

From (9),

Pr Pr

(10)

From (7)

Pr Pr

(11)

From (7)–(11), we have

(12)

2) Simplify the cost function : It is, however, difficult to
calculate the cost of location update, , with relation (2), di-
rectly.

Here, we note that

(13)

Substituting relation (13) into (2), we have,

(14)
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We also note that

(15)

Similarly,

(16)

Substituting (15) and (16) into (14), we have the following
simple formulation for the cost of location update:

(17)

B. Cost of Paging

Assume that the cost for polling a cell is . As we
mentioned above, all the cells in the paging area are paged when
an incoming call arrives. The number of cells in a paging area
for the movement-based location update scheme with threshold
value , denoted by , can be calculated easily through re-
lation (1) as follows:

for hexagonal configuration

for mesh configuration

(18)

The expected paging cost per call arrival, denoted by, is
given by

for hexagonal configuration

for mesh configuration

(19)

C. Total Cost

To sum up, we express the total cost per call denoted by
as the sum of the cost of location update,, and the

cost of paging, :

for hexagonal configuration

for mesh configuration

(20)

IV. M INIMIZING THE TOTAL COST

The goal of the optimal movement-based location update
scheme is to find the optimal threshold that minimizes the total
cost per call. Note that the thresholdshould be a positive
integer. We have

Minimize (21)

subject to

is a positive integer (22)

For the purpose of solving (21), we derive the following the-
orems and corollary.

Theorem 1: The location update cost, , is a decreasing
and convex function with respect to the threshold; and the
paging cost, , is an increasing and convex function with
respect to the threshold.

Proof: Note that functions and are twice dif-
ferentiable if we take as a real number. To differentiate
and , and arrange them, we have

(23)

for hexagonal configuration

for mesh configuration

(24)

Furthermore, we have the second derivatives of and
as follows:

(25)



324 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 8, NO. 3, JUNE 2000

and

for hexagonal configuration,
for mesh configuration.

(26)

Note that , , and . According
to above relations (23)–(26), we have

(27)

and

(28)

That is, is a decreasing and convex function and
is an increasing and convex function [9]. Q.E.D.

Corollary 2: The objective function is a convex func-
tion.

Proof: It is a direct result from Theorem 1. Q.E.D.
Theorem 3: Take the threshold as a real number. There is

a unique solution to (21). The value ofis the unique solution
if and only if the following relation holds.

(29)

That is,

for hexagonal configuration

for mesh configuration

(30)

Proof: Since the objective function is convex, the
value of is the unique optimal solution to problem (21) if and
only if it satisfies the following differential condition:

(31)

By rearranging (31), we have

Q.E.D.
Note that it is still difficult to locate the unique solution (op-

timal threshold) by directly finding a value that satisfies rela-
tion (30) since the shape of the function is too complicated. We,
however, have the following observations from Theorem 1 and
Corollary 2 and Theorem 3.

1) Observations:From (27), it is clear that is a
decreasing function and is an increasing function. It
means that we can obtain a real number that holds (31) by
applying a simple one-dimensional search algorithm, such as
the binary search algorithm. Furthermore, we note that the
value of the threshold should a positive integer to the problem
(21), according to the constraint. These observations lead to the
following proposed algorithm.

V. PROPOSEDALGORITHM

Based on the Theorem 1, Corollary 2 and Theorem 3, and
the observations above, we propose an algorithm that finds the
optimal threshold that minimizes the total cost . The
computational complexity of each step is also given.

Proposed algorithm

1. Compare.
If then , stop; otherwise, proceed
to step 2.

2. Determine the interval which consists of , where
is the value of an increasing step.

Let and .
While .
Proceed to the next step

3. Applying the binary search to locatein interval .

While
begin
Let , where = the greatest integer .
If then

,
else
end

4. Determinate the value of optimal threshold.
If then else

.
Stop.

The structure of the proposed algorithm is simple and straight-
forward. The first step compares the values of and

at . Note that the threshold should be a positive
integer number and is a decreasing function and
is an increasing function. If , the value of the
optimal threshold should be 1.

The second step determines the interval which con-
sists of . Note that from the practical point of view, the optimal
threshold should not be too large (e.g., larger than 20). Hence,
we set in the algorithm.

The third step determines the value of optimal thresholdin
the interval by using the binary search. The last step
determines the value of optimal threshold.

VI. NUMERICAL EXAMINATION

In the numerical examination, we assume that the cell resi-
dence time follows the Gamma distribution. The Gamma dis-
tribution is a rather general distribution. Other important dis-
tributions such as exponential and Erlang distributions can be
represented by the gamma distribution with appropriate param-
eters. The Laplace–Stieltjes Transform, , of the Gamma
distribution with mean and variance is

(32)

By using the proposed algorithm, we study the effects of
various parameters on the optimal threshold (i.e., the size
of optimal location area), quantitatively. These parameters
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Fig. 4. Optimal threshold for hexagonal cell configuration withP = 1.

Fig. 5. Optimal threshold for mesh cell configuration withP = 1.

include the update cost , the polling cost , the CMR
(Call-to-Mobility Ratio) (= , and the variance of
the cell residence time. To conduct the numerical experi-
ments, we program the proposed algorithm in C and run in a
SPARC-20 workstation.

A. Effects of CMR, Update Cost, and Polling Cost

For the purpose of demonstration, we assume that the cell res-
idence time has mean and variance such that .
This results in exponentially distributed cell residence time. The
effects of other cell residence time variances will be studied in
Section VI-B. Fig. 4 shows the effects of CMR, update cost, and
polling cost for hexagonal cell configuration. In Fig. 4, three up-
date cost values, 5, 10, and 15 are considered with the polling
cost being set to 1. The CMR (Call-to-Mobility Ratio) in-
creases from 0.01 to 10. The small value of CMR means the high
mobility that a mobile user has. These parameter settings used
here are typical from previous study (e.g., [3]). Fig. 4 shows
that the optimal threshold decreases as the call-to-mobility in-
creases (i.e., the mobility of a mobile user decreases). As CMR
increases to 5, all optimal thresholds for , ,

Fig. 6. Optimal threshold for hexagonal cell configuration withP = 1 for (a)
U = 1, (b)U = 15, (c)U = 50, (d)U = 100.

and decrease to 1. It is also shown that an increase
in update cost (or a decrease in polling cost) may cause an
increase in the value of optimal threshold. The result is easily
to be understood. Intuitively, the high CMR will cause high op-
timal threshold and vice versa.
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Fig. 7. Optimal threshold for mesh cell configuration withP = 1 for (a)
U = 1, (b)U = 15, (c)U = 50, (d)U = 100.

Similar results can be seen for the mesh cell configuration in
Fig. 5. By checking Figs. 4 and 5 carefully, however, we can
see that the mesh cell configuration has slightly smaller optimal
threshold than that for the hexagonal cell configuration. This is

expected since the mesh cell configuration has a slightly larger
paging cost .

B. Effect of Cell Residence Time Variance

We investigate the effect of the residence time variance
on optimal threshold for the movement-based location update
scheme. According to relation (32), a large value ofresults in
a small value of varianceand vice versa. Hence, we can study
the effect of the cell residence time variance by using the pa-
rameter .

Fig. 6 plots results for three values of, 0.01, 1, 100, and
1000 with for , , , and
for the hexagonal cell configuration, respectively. It is shown in
Fig. 6(a) that the effect of cell residence time variance,, has
little effect on the optimal threshold when with .
For the cases with larger update costs , , and

, Fig. 6(b)–(d) show the effect of the cell residence time
variance increases slightly. The effect, however, is still small,
especially for the case when the value of CMR is less than 1
(i.e., the case that a mobile user has relatively large mobility).
Similar results are obtained for the mesh cell configuration as
shown in Fig. 7 with for , , , and

, respectively. We have conducted the numerical study
extensively with different parameter setting. Similar results are
obtained. Consequently, we conclude that using the exponen-
tially distributed cell residence time can make a good estimation
for calculation of the optimal threshold for the movement-based
location update scheme.

VII. CONCLUDING REMARKS

In this paper, we study a dynamic mobility management
scheme: the movement-based location update scheme. An
analytical model is applied to formulate the costs of location
update and paging per call arrival in the movement-based
location update scheme. The problem of minimizing the total
cost per call arrival is expressed as an optimization problem
that finds the optimal threshold in the movement-based loca-
tion update scheme. By studying the structure of the optimal
solution, an efficient algorithm is proposed to solve the opti-
mization problem and obtain the optimal threshold directly.
The proposed algorithm is also applied to study the effects
of changing important parameters of cost of location update,
cost of paging, Call-to-Mobility Ratio and the variance of the
cell residence time numerically. It is shown that the optimal
threshold decreases as the call-to-mobility ratio increases. An
increase in update cost (or a decrease in polling cost) may cause
an increase in the optimal threshold. It is also shown that the
effect of cell residence time variance on the optimal threshold
is not big. These numerical experiments provide insights into
the structure of the optimal movement-based location update
scheme. In the numerical experiments, it always takes less
than 0.1 second in a SPARC-20 workstation to obtain a value
of the optimal threshold. The result is anticipated because the
proposed algorithm has simple and straightforward structure.
The proposed algorithm is the recommendable one to be used
to find the optimal threshold in the movement-based location
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update scheme dynamically on a per-user base for its simplicity
and effectiveness.
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