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Introduction to Information Retrieval

Information Retrieval (IR) has been an active area
of research and development for many years.

he area of classic IR studies the representation,

storage and processing of text documents.

The primary target of an IR system is the

following: given a collection D of documents
and a user’s information need IN determine
which documents from D are relevant with
respect to IN.
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Simple view of the IR process

Information need

Set of relevant documents Went collection

The set of documents 1in the answer MUST be relevant to the user’s

Information need. Otherwise the IR process results in complete failure.
4
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Introduction to Information Retrieval

The IR process in detail

User

Interface
User need ‘ l

Text Operations

lLogicaI view Logical view

L_———) Quer_y
User feedback ©Operations

Query Inverted file

Retrieved documents

Ranked documents

DB Manager
Module

~

Text
Database
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Information Retrieval vs Data Retrieval
DR IR

Matching exact partial, best
Iltems wanted matching relevant
Queries precise Imprecise

Information data, numeric natural lang.

Query language SQL natural lang.
(e.g., keywords)

IR Is supported by IR Systems
DR iIs supported by Database Systems
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Document representation

The first important issue is how to represent the
document collection. Usually, we assume that

each document is a collection of words (terms).
Some of the terms are eliminated since they are
considered conceptually unimportant (e.g., the
term ““‘the”). As another preprocessing step we
may consider stemming (e.g., planets—>planet).
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Document representation

/x

accents automatic
noun
document | spacing | stopwords | stemming |—{ or manual

etc. groups iIndexing

\

p

text + | | Structure
structure | recognition

structure full text : § § index terms
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Introduction to Information Retrieval

Example of a document collection:

D1: the Halley comet is here

D2. a comet is not a planet

D3: planet Earth is smaller than planet Jupiter

Query example: | need information about Halley comet

Question: how to process this query?
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The query processing technigue used depends on
the following factors:

»the indexing scheme used, and
» the retrieval model supported.

Popular indexing schemes: inverted index,
signature index, etc.

Popular retrieval models: boolean, vector,
probabilistic, etc.
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Inverted index example lexicon posting lists
the » 1, (D1, 1)

Halley " 1, (D1, 2)

comet " 2, (D1, 3), (D2, 2)

For each term in the collection is 3, (D1, 4), (D2, 3), (D3, 3)
we record the total number of here 1, (D1, 4)

occurrences as well as the
term position in each a 2, (D2,1), (D2, 5)
document not 1, (D2, 4)
planet 2, (D2, 6), (D3, 1, 6)
Earth 1, (D3, 2)

smaller 1, (D3, 4)

Collection | than 1, (D3, 5)
D1: the Halley comet is here :
D2: a comet is not a planet Jupiter 1, (Ds, 6)

D3: planet Earth is smaller than planet Jupiter
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Boolean retrieval model

» Each document in the collection is either relevant or irrelevant (on-off
decision).
» Moreover, each query term is either present or absent in a document.

» A document will be part of the answer if it satisfies the query
constraints.

» Queries are formed by using the query terms with logical operators
AND, OR and NOT.

Example queries:
Halley AND comet

Comet OR planet
Comet AND NOT planet
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Vector-space model

» Each document is represented as a vector in the T-

dimensional space, where T Is the total number of terms
used to represent the document collection.

» For each pair (ti,dj) where ti is the i-th term and dj Is the
J-th document there is a value wi,| expressing the weight
(or the importance) of term ti in the document dj.

Question 1: how are these weights calculated?

Question 2: how can we determine the similarity
of a document with respect to a query?
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Weight calculation: We take into account the number of

occurrences of a term in a document and the number of
documents containing a specific term.

Similarity calculation: Both the query and each of the documents

are represented as vectors in a multidimensional space. The
similarity Is expressed by applying a function, e.g. cosine

similarity.
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Cosine similarity example




Introduction to Information Retrieval

Efficiency and Effectiveness

The performance of an IR system Is measured by two

C

> 1
0

Ifferent factors.

ne efficiency of the system is the potential to answer
ueries fast,

>t

ne effectiveness measures the quality of the results

returned.

Both are very important and there is a clear trade-off
between them. In many cases, we sacrifice
effectiveness for efficiency and vise versa. Decisions
depend heavily on the application.
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Efficiency and Effect

The efficiency of the |
access methods usec

Iveness

R system depends heavily on the
to answer the query.

The effectiveness, on t

ne other hand, depends on the

retrieval model and the query processing mechanism

used to answer the g

Important: Two DB sy
for the same queries

uery.

stems will provide the same results
on the same data. However, two

IR systems will generally give different results for the

same queries on the

same data.




Introduction to Information Retrieval

Effectiveness measures

Collection

Relevant
documents (R)

Answer set (A)

relevant &
retrieved (Ra)

Recall = |Ra|/ |R|
Precision = |Ra| / |A|
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Recall-Precision example Precision
0%
100 %
50 %
67 %
50 %
40 %
50 %
43 %
38 %
33 %
40 %
36 %
33 %
31 %

29 %
Recall 33 %

(d3,d5,d9,d25,d39, 1
\d44’ d561 d71’ d89’ d123)

O[O |N[ONOIDW|INN—=O

Precision

30




MIR Motivation

Large volumes of data world-wide are not only based on
text:

» Satellite images (oil spill), deep space images (NASA)
» Medical images (X-rays, MRI scans)

» Music files (mp3, MIDI)
» Video archives (youtube)
» Time series (earthguake measurements)

Question: how can we organize this data to search for information?
E.g., Give me music files that sound like the file “query.mp3”
Give me images that look like the image “query.jpg”




MIR Motivation

One of the approaches used to handle multimedia
objects Is to exploit research performed in
classic IR.

Each multimedia object is annotated by using
free-text or controlled vocabulary.

Similarity between two objects Is determined as
the similarity between their textual description.




MIR Challenges

» Multimedia objects are usually large in size.

» ODbjects do not have a common representation (e.g., an
Image Is totally different than a music file).

» Similarity between two objects Is subjective and
therefore objectivity emerges.

» Indexing schemes are required to speed up search, to
avold scanning the whole collection.

» The proposed techniques must be effective (achieve
high recall and high precision if possible).




MIR Fundamentals

In MIR, the user information need is expressed by
an object Q (in classic IR, Q Is a set of
keywords). Q may be an image, a video

segment, an audio file.

he MIR system should

determine objects that are similar to Q.

Since the notion of similarity is rather subjective,
we must have a function S(Q,X), where Q Is the
guery object and X is an object in the collection.
The value of S(Q,X) expresses the degree of
similarity between Q and X.




MIR Fundamentals

Queries posed to an MIR system are called similarity
queries, because the aim Is to detect similar objects
with respect to a given query object. Exact match Is not
very common in multimedia data.

There are two basic types of similarity queries:

» A range query Is defined by a query object Q and a
distance r and the answer is composed of all objects X
satisfying S(Q,X) <=rr.

» A k-nearest-neighbor query is defined by an object Q

and an integer k and the answer is composed of the k
objects that are closer to Q than any other object.




MIR Fundamentals

Similarity queries in 2-D Euclidean space

range query




MIR Fundamentals

Given a collection of multimedia objects, the ranking
function S( ), the type of query (range or k-NN) and the
query object Q, the brute-force method to answer the
query Is:

Brute-Force Query Processing

Ste
Ste
Ste
Ste

01] Select the next object X from the collection
02] Test If X satisfies the query constraints
0 3] If YES then report X as part of the answer

0 4] GOTO Step 1




MIR Fundamentals

Problems with the brute-force method

» The whole collection is being accessed, increasing
computational as well as 1/O costs.

» The complexity of the processing algorithm is independent of
the query (i.e., O(n) objects will be scanned).

» The calculation of the function S() is usually time consuming
and S( ) i1s evaluated for ALL objects, the overall running time
Increases.

» Objects are being processed in their raw form without any
Intermediate representation. Since multimedia objects are
usually large in size, memory problems arise.




MIR Fundamentals

Multimedia objects are rich in content. To enable efficient
guery processing, objects are usually transformed to
another more convenient representation.

Each object X in the original collection is transformed to
another object T(X) which has a simpler representation than
X.

The transformation used depends on the type of multimedia
objects. Therefore, different transformations are used for
Images, audio files and videos.

The transformation process is related to feature extraction.
Features are important object characteristics that have large
discriminating power (can differentiate one object from
another).




MIR Fundamentals

Image Retrieval: paintings could be searched by
artists, genre, style, color etc.
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Satellite images — for analysis/prediction
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MIR Fundamentals

Audio Retrieval by content: e.g, music
Information retrieval.

Figure 1: 2642.wav and RatedPG.wav
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MIR Fundamentals

Each multimedia object (text,image,audio,video) Is represented as a
point (or set of points) in a multidimensional space.

\




Conclusions

What i1s MIR?

» MIR focuses on representation, organization and searching
of multimedia collections.

Why MIR?

» Large volumes of data are stored as images, audio and
video files.

» Searching these collections is difficult.

» Queries involving complex objects can not be adequately
described by keywords.
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